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(Continued)

EMISSION CONTROL,
POWER PLANT

Power plant emissions result from the combustion of
fossil fuels such as coal, gas, and oil. These emissions
include sulfur dioxide (SO,), nitrogen oxides (NO,),
particulate matter, and hazardous air pollutants, all of
which are subject to environmental regulations.
Another emission is carbon dioxide (CO,), suspected
of being responsible for global warming,.

Historically, under both federal and state regula-
tions, the demand for gas to heat homes and to meet
needs of business and industry took priority over util-
ity use to generate electricity. These restrictions have
been eased by amendments to the Fuel Use Act in
1987, and, as a result, new gas-fired generation units
are being constructed. However, coal-fired units con-
tinue to provide over 50 percent of the total utility
generation of electricity.

Until the late 1960s, a typical electric utility scenario
was one of steadily growing electricity demand, lower
costs of new power plants through technological
advances, and declining electricity prices. Utility com-
panies appeared before Public Utility Commissions
(PUCs) to request approval for rate reductions for
customers. In the 1970s, multiple factors caused costs
to increase dramatically: fuel costs escalated, primarily
because of oil embargoes; legislators passed more
stringent environmental laws requiring huge invest-
ments in emissions control technology; and these costs
escalated as inflation and interest rates soared. When
utility companies requested rate increases to cover
these higher costs, PUC hearings were no longer
sedate and routine. Cost recovery pressures continued
throughout the 1980s as environmentalists succeeded
in lowering emissions limits.

FORMATION OF POLLUTANTS IN UTILITY
BOILERS

Sulfur is found in coal in organic forms as well as
inorganic forms such as pyrites, sulfate, and elemen-
tal. Organic sulfur is the most difficult to remove,
and reliable analytical methods are required to sup-
port coal-cleaning technologies designed to remove
the sulfur prior to burning the coal. At the present
time, most utilities burn “uncleaned” coal, and, upon
combustion, most of the sulfur is converted to SO,,

with a small amount further oxidized to form sulfur
trioxide (SO;)

S(coal) + O, = SO,
SO, + %20, = SO,

The sulfur content of coals available to utilities
ranges from about 4 percent in high-sulfur coals to
less than 1 percent in some Western coals. Although
transportation costs may be higher for Western coals,
many Eastern utilities elect to burn Western coals to
comply with increasingly stringent SO, regulations.

NO, emissions are less dependent on the type of
coal burned, and two oxidation mechanisms are asso-
ciated with the release of NO, into the atmosphere
during the combustion process. Thermal NO, results
from the reaction of nitrogen in the combustion air
with excess oxygen at elevated temperatures, and fuel
NO, is a product of the oxidation of nitrogen chem-
ically bound in the coal.

Hazardous air pollutants (HAPs) are substances
that may cause immediate or long-term adverse
eftects on human health. HAPs can be gases, particu-
lates, trace metals such as mercury, and vapors such
as benzene. For coal-fired power plants, the HAPs of
most concern are metals such as mercury, arsenic,
and vanadium.
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E MISSION CONTROL, POWER PLANT

All combustion processes produce particulate mat-
ter. Amounts and size distribution of the particulates
emitted depend on a number of factors, including
fuel burned, type of boiler, and effectiveness of col-
lection devices.

A wide variety of control technologies have been
installed by utilities throughout the United States to
reduce the emissions of these pollutants. At the same
time, research on new technologies is being conduct-
ed to ensure compliance with future environmental
standards.

ENVIRONMENTAL ISSUES

The legislation most responsible for addressing power
plant emissions is the Clean Air Act. Initially estab-
lished in 1970 with major amendments in 1977 and
1990, it provides for federal authorities to control
impacts on human health and the environment
resulting from air emissions from industry, trans-
portation, and space heating and cooling. In the orig-
inal 1970 programs, National Ambient Air Quality
Standards (NAAQS) were established for six “crite-
ria” air pollutants—SO,, NO,, particulate matter,
ozone, lead, and carbon monoxide—at a level to pro-
tect human health and welfare and the environment
with a “margin of safety.” New Source Performance
Standards (NSPS) were set for major new facilities
projected to emit any pollutant in significant amounts.
To receive an operating permit, a new unit must meet
or exceed control standards established by the
Environmental Protection Agency (EPA). In the 1977
Amendments, permits required control levels for new
plants that were not only as stringent as NSPS but also
reflected the best available technologies.

The reduction of atmospheric concentrations of the
sulfur and nitrogen oxides blamed for acid rain was a
major issue in the debate that led to the 1990 Clean Air
Act Amendments (CAAA). The final legislative action
is one of the most complex and comprehensive pieces
of environmental legislation ever written.

The 1990 CAAA contain the following sections:

Title I: Provisions for Attainment and
Maintenance of National Ambient Air Quality
Standards

Title II: Provisions Relating to Mobile Sources

Title IIT: Hazardous Air Pollutants

Title IV: Acid Deposition Control

Title V: Permits
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Title VI: Stratospheric Ozone Protection
Title VII: Provisions Relating to Enforcement.

Titles I and IV are most relevant to SO, and NO,
control. Title I establishes a 24-hour average ambient
air standard for SO, of 0.14 ppm. The NO, provi-
sions require existing major stationary sources to
apply reasonably available control technologies and
new or modified major stationary sources to offset
their new emissions and install controls representing
the lowest achievable emissions rate. Each state with
an ozone nonattainment region must develop a State
Implementation Plan (SIP) that includes stationary
NO, emissions reductions.

Title IV, the Acid Rain Program, addresses con-
trols for specific types of boilers, including those
found in coal-fired power plants. A two-phase con-
trol strategy was established. Phase I began in 1995
and originally affected 263 units at 110 coal-burning
utility plants in twenty-one eastern and midwestern
states. The total of affected units increased to 445
when substitution or compensating units were
added. In Phase II, which began January 1, 2000, the
EPA has established lower emissions limits and also
has set restrictions on smaller plants fired by coal, oil,
and gas. For example, the Phase I SO, emissions limit
is 2.5 Ib/million Btu of heat input to the boiler
whereas the Phase II limit is 1.2 Ib/million Btu. In
both phases, affected sources will be required to
install systems that continuously monitor emissions
to trace progress and assure compliance.

One feature of the new law is an SO, trading
allowance program that encourages the use of mar-
ket-based principles to reduce pollution. Utilities
may trade allowances within their system and/or buy
or sell allowances to and from other affected sources.
For example, plants that emit SO, at a rate below 1.2
Ib/million Btu will be able to increase emissions by
20 percent between a baseline year and the year 2000.
Also, bonus allowances will be distributed to accom-
modate growth by units in states with a statewide
average below 0.8 1b/million Btu.

The Clean Air Act of 1970 and the Amendments
of 1977 failed to adequately control emissions of haz-
ardous air pollutants, that are typically carcinogens,
mutagens, and reproductive toxins. Title III of the
1990 Amendments offers a comprehensive plan for
achieving significant reductions in emissions of haz-



ardous air pollutants from major sources by defining
a new program to control 189 pollutants.

Although the petrochemical and metals industries
were the primary focus of the toxic air pollutants leg-
islation, approximately forty of these substances have
been detected in fossil power plant flue gas. Mercury,
which is found in trace amounts in fossil fuels such
as coal and oil, is liberated during the combustion
process and these emissions may be regulated in the
tuture. EPA issued an Information Collection
Request (ICR) that required all coal-fired plants to
analyze their feed coal for mercury and chlorine.
Since these data will be used in making a regulatory
decision on mercury near the end of the year 2000, it
is critical that the power industry provide the most
accurate data possible.

In 1987, health- and welfare-based standards for
particulate matter (measured as PM,,, particles 10
micrometers in diameter or smaller) were estab-
lished. A 10 micrometer (micron) particle is quite
small; about 100 PM,, particles will fit across the one
millimeter diameter of a typical ballpoint pen. For
PM,, particles, an annual standard was set at 50
micrograms per cubic meter (50 pg/m’) and a 24-
hour standard was set at 150 pg/m’.

Since these PM,, standards were established, the
EPA has reviewed peer-reviewed scientific studies
that suggest that significant health effects occur at
concentrations below the 1987 standards. In addition,
some studies attributed adverse health effects to par-
ticles smaller than 10 microns. In July 1997, the EPA,
under the National Ambient Air Quality Standards
(NAAQS), added standards for particulate matter
with a diameter of 2.5 microns or less (PM,;). The
annual PM, ; standard was set at 15 lg/m’ and the 24-
hour PM,; standard was set at 65 pg/m’.

Through implementing new technologies and
modifying unit operating conditions, the electric util-
ity industry has significantly reduced the emissions of
SO,, NO,, and particulates since passage of the 1970
Clean Air Act and its subsequent amendments. With
full implementation of Title IV of the 1990 CAAA,
the 1990 baseline level of more than 14.5 million tons
of SO, will be reduced to 8.9 million tons per year.
NO, emissions during Phase I will be reduced by
400,000 tons per year, and Phase II will result in a
turther reduction of 1.2 million tons per year.
Particulate control devices, installed on nearly all
coal-fired units, have reduced particulate emissions
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from more than three million tons per year in 1970 to
less than 430,000 tons per year in 1990.

Opver the years, utilities have funded research to
develop technologies that not only will meet existing
standards but also will meet future emissions reduc-
tions based on continuing concerns about acid rain,
ozone, fine particulates, and other environmental
issues. To remain competitive in the global economy,
utilities must seck technologies that balance the con-
flicting drivers of productivity demands, environmen-
tal concerns, and cost considerations. Engineering
designs should minimize costs and environmental
impact, and, at the same time, maximize factors such
as reliability and performance.

CLEAN COAL TECHNOLOGY PROGRAM

The Clean Coal Technology (CCT) Program, a gov-
ernment and industry cofunded effort, began in 1986
with a joint investment of nearly $6.7 billion. The
recommendation for this multibillion dollar program
came from the United States and Canadian Special
Envoys on Acid Rain. The overall goal of the CCT
Program is to demonstrate the commercial readiness
of new, innovative environmental technologies. The
program is being conducted through a multiphased
effort consisting of five separate solicitations adminis-
tered by the U.S. Department of Energy. Industry
proposes and manages the selected demonstration
ventures. Many of the projects funded in the first
stages of the program are generating data or have fin-
ished their testing program. Within the next few
years, the United States will have in operation a num-
ber of prototype demonstration projects that promise
to meet the most rigorous environmental standards.

The CCT projects, in general, are categorized as
follows:

1. Advanced electric power generation

a. Fluidized bed combustion

b. Integrated gasification combined cycle

c. Advanced combustion systems
2. Environmental control technologies

a. Sulfur dioxide control technologies

b. NO, control technologies

c. Combined SO,/NO, control technologies
3. Coal processing for clean fuels

a. Coal preparation technologies
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b. Mild gasification
4. Indirect liquefaction

5. Industrial applications.

The following sections describe the various com-
pliance options for controlling emissions from utility
power plants.

SULFUR DIOXIDE CONTROL
TECHNOLOGIES

Three major compliance options for SO, emissions
available to utilities using coal-fired boilers are to
switch fuels, purchase/sell SO, allowances, or install
flue gas desulfurization (FGD) technologies. Costs,
availability, and impact on boiler operation must be
considered when evaluating switching to low-sulfur
coal or natural gas. As more utilities enter the free
market to purchase SO, allowances, prices will rise.
Therefore, to minimize costs and, at the same time,
meet environmental standards, power producers
should continuously monitor the tradeofts among
these three options.

Although FGD processes, originally referred to as
scrubbing SO, from flue gas, have been available for
many years, installations in the United States were
quite limited until passage of the Clean Air Act of
1970. Even then, installations were usually limited to
new facilities because existing plants were exempt
under the law.

Projects in the CCT program demonstrated inno-
vative applications for both wet and dry or semidry
FGD systems. The wet FGD systems, which use
limestone as an absorber, have met or exceeded the
90 percent SO, removal efficiency required to meet
air quality standards when burning high-sulfur coal.
The dry or semidry systems use lime and recycled fly
ash as a sorbent to achieve the required removal.

In wet FGD systems, flue gas exiting from the par-
ticulate collector flows to an absorber. In the
absorber, the flue gas comes into contact with the
sorbent slurry. The innovative scrubbers in the CCT
program featured a variety of technologies to maxi-
mize SO, absorption and to minimize the waste dis-
posal problems (sludge).

A number of chemical reactions occur in the
absorber beginning with the reaction of limestone
(CaCO;) with the SO, to form calcium sulfite
(CaSO;). The calcium sulfite oxidizes to calcium sul-
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Lime being unloaded at a power plant. The material will be used
to reduce sulfur dioxide emissions as part of its flue gas desulfur-
ization system. (Corbis Corporation)

fate (CaSO,) which crystallizes to gypsum (CaSO, *
2H,0). The gypsum crystals are either stored in on-
site waste disposal landfills or shipped to a facility
where the gypsum is used in manufacture of wall-
board or cement. The scrubbed gas then passes
through mist eliminators that remove entrained slur-
ry droplets. Recovered process water is recycled to
the absorption and reagent preparation systems.

In the dry or semidry FGD system, the sorbent,



usually lime, is injected into the flue gas stream
before the particulate collection device. The lime, fed
as a slurry, quickly dries in the hot gas stream and the
particles react with the SO,. The resulting particles
are then removed, along with the fly ash, by the par-
ticulate collection device.

NO; CONTROL TECHNOLOGIES

Combustion modifications and postcombustion
processes are the two major compliance options for
NO, emissions available to utilities using coal-fired
boilers. Combustion modifications include low-NO,
burners (LNBs), overfire air (OFA), reburning, flue
gas recirculation (FGR), and operational modifica-
tions. Postcombustion processes include selective
catalytic reduction (SCR) and selective noncatalytic
reduction (SNCR). The CCT program has demon-
strated innovative technologies in both of these major
categories. Combustion modifications offer a less-
expensive approach.

Because NO, formation is a function of the tem-
perature, fuel-air mixture, and fluid dynamics in the
furnace, the goal of a combustion modification is to
mix fuel and air more gradually to reduce the flame
temperature (lower thermal NO, production), and to
stage combustion, initially using a richer fuel-air
mixture, thus reducing oxidation of the nitrogen in
the fuel. LNBs serve the role of staged combustion.

Opvertire air (OFA) is often used in conjunction
with LNBs. As the name implies, OFA is injected
into the furnace above the normal combustion zone.
It is added to ensure complete combustion when the
burners are operated at an air-to-fuel ratio that is
lower than normal.

Reburning is a process involving staged addition of
tuel into two combustion zones. Coal is fired under
normal conditions in the primary combustion zone
and additional fuel, often gas, is added in a reburn
zone, resulting in a fuel rich, oxygen deficient condi-
tion that converts the NO, produced in the primary
combustion zone to molecular nitrogen and water. In
a burnout zone above the reburn zone, OFA is added
to complete combustion.

By recirculating a part of the flue gas to the fur-
nace, the combustion zone turbulence is increased,
the temperature is lowered and the oxygen concen-
tration is reduced. All of these factors lead to a reduc-
tion of NO, formation.

Boilers can be operated over a wide range of con-
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ditions, and a number of operational changes have
been implemented to reduce NO, production. Two
promising technologies for staged combustion are
taking burners out-of-service (BOOS) and biased fir-
ing (BF). With BOOS, fuel flow is stopped but air
tflow is maintained in selected burners. BF involves
injecting more fuel to some burners while reducing
fuel to others. Another operational modification is
low excess air (LEA) which involves operating at the
lowest excess air while maintaining good combus-
tion. Depending on the type of boiler and the orien-
tation of the burners, operators have viable choices to
reduce NO, production. Advances in boiler control
systems enable operators to minimize NO, and max-
imize performance.

Postcombustion processes are designed to capture
NO, after it has been produced. In a selective catalyt-
ic reduction (SCR) system, ammonia is mixed with
flue gas in the presence of a catalyst to transform the
NO, into molecular nitrogen and water. In a selective
noncatalytic reduction (SNCR) system, a reducing
agent, such as ammonia or urea, is injected into the
furnace above the combustion zone where it reacts
with the NO, to form nitrogen gas and water vapor.
Existing postcombustion processes are costly and
each has drawbacks. SCR relies on expensive catalysts
and experiences problems with ammonia adsorption
on the fly ash. SNCR systems have not been proven
for boilers larger than 300 MW.

COMBINED SO,/NO,/PARTICULATE
CONTROL TECHNOLOGIES

The CCT program involves a number of projects
that achieve reduction of SO,, NO,, and particulate
emissions in a single processing unit. The technolo-
gies described are uniquely combined to achieve
project goals and, at the same time, to provide com-
mercial-scale validation of technologies for utilities to
consider in order to meet environmental standards.

PARTICULATE CONTROL TECHNOLOGIES

The two major compliance options for particulate
control are electrostatic precipitators and fabric filters
(baghouses). Dust-laden flue gas enters a precipitator
and high voltage electrodes impart a negative charge
to the particles entrained in the gas. These negatively
charged particles are then attracted to and collected
on positively charged plates. The plates are rapped at

447



E MISSION CONTROL, POWER PLANT

a preset intensity and at preset intervals, causing the
collected material to fall into hoppers. Electrostatic
precipitators can remove over 99.9 percent of the par-
ticulate matter.

Fabric filters (baghouses) represent a second
accepted method for separating particles from a flue
gas stream. In a baghouse, the dusty gas flows into
and through a number of filter bags, and the particles
are retained on the fabric. Different types are available
to collect various kinds of dust with high efficiency.

FUTURE INTEGRATED FACILITY

As the global economy expands and worldwide popu-
lation increases, the demand for additional electric
power will grow. The Ultility Data Institute (UDI), a
Washington, D.C.-based trade organization, estimates
that new generating plants totalling 629,000 MW in
capacity will be built worldwide by 2003. UDI proj-
ects that 317,000 MW, or more than half of this new
capacity, will be installed in Asia. Estimates for other
regions are: North America, 81,000 MW; European
Union, 78,000 MW; Latin America, 55,000 MW; the
Middle East, 34,000 MW,; Russia and former Soviet
Union, 34,000 MW; and other, 30,000 MW. UDI
forecasts that fossil fuels will account for 57 percent of
the new generating plants, with coal taking 31 percent,
gas 19 percent, and oil 7 percent.

The opportunities and threats of the 1990s and for
the foreseeable future are related to competition and
deregulation. The challenge for utilities will be to
produce electric power as cheaply as possible while
still complying with environmental regulations.

The Electric Power Research Institute (EPRI),
founded by the electric utility industry to manage
technology programs, envisions the evolution of a
tully integrated facility that produces numerous prod-
ucts in addition to electricity. The first step is to
remove mineral impurities from coal. Some of the
clean coal could be gasified to provide not only fuel for
fuel cells but also products such as elemental sulfur
and chemical feedstocks. The remainder of the clean
coal can be used in conventional boilers or fluidized
bed combustion systems to generate process steam and
electricity. The ash resulting from the combustion
process can be mined for valuable trace metals before
it is used in applications such as road construction. By
employing advances from the CCT program, the inte-
grated facility will allow utilities to provide their cus-
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tomers with reliable electrical service and to meet pres-
ent and future environmental standards.

Charles E. Hickman

See also: Air Pollution; Climatic Effects; Coal,
Consumption of; Energy Management Control
Systems.
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EMISSION CONTROL,
VEHICLE

Researchers linked automobile use to air pollution in
the ecarly 1950s when A. Haagen-Smit of the
California Institute of Technology and fellow
researchers began to unravel the complex atmospher-
ic chemistry that leads to the formation of photo-
chemical smog (ozone). Ozone is a strong lung and
throat irritant that decreases lung function, increases
respiratory problems, and complicates heart disease.
Moderate ozone concentrations also damage materials
and crops, increasing the cost of living. Ozone forms
in the atmosphere when oxides of nitrogen (NO,)
and hydrocarbons (HC) mix and react in the presence
of sunlight. Because onroad automobiles, trucks, pas-
senger vans, and sport utility vehicles are typically
responsible for about 30 percent of a region’s HC and
NO, emissions, transportation is a significant contrib-
utor to smog problems in urban areas.

Onroad transportation sources are also responsible
for more than 60 percent of regional carbon monox-
ide emissions. Carbon monoxide is a colorless, odor-
less gas that interferes with oxygen transfer in the
bloodstream. With a higher affinity than oxygen to
bind with red blood cell hemoglobin, with continual
exposure, CO gradually displaces oxygen in the
bloodstream. Because CO disperses well, it tends to
be a hotspot pollutant, with troubling concentrations
occuring in areas of high vehicle activity and poor air
circulation, such as urban street canyons. When
transportation facilities are constructed, engineers
model the microscale air quality impacts to ensure
that the highway design will not result in unhealthy
CO levels downwind from the facility.
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Carbon monoxide (CO) and hydrocarbon (HC)
emissions arise from incomplete combustion, when
petroleum hydrocarbons (gasoline or diesel fuel) do
not completely oxidize to carbon dioxide and water.
Hydrocarbon emissions also result from gasoline
evaporation (liquid leaks, daily heating of fuel and
tank vapors, seepage from fuel lines and other com-
ponents, and displacement of fuel vapors during
refueling). A number of toxic air contaminants, such
as benzene and 1,3-butadiene are also associated with
unburned and partially burned fuel hydrocarbons.
Oxides of nitrogen (NO,) form in the high tempera-
ture and pressure environment of the engine cylinder
when the elemental nitrogen in air reacts with oxy-
gen. Higher levels of NO, form at the higher engine
temperatures, which unfortunately correspond to
peak fuel efficiency.

Given the health impacts that arise from exposure
to vehicle emissions and their byproducts, regulatory
agencies have focused on motor vehicle emissions
control in their efforts to clear the air. Five basic
strategies are employed for reducing onroad vehicle
emissions: (1) reducing the emissions from new vehi-
cles that displace the older high-emitting vehicles that
are scrapped, (2) accelerating vehicle fleet turnover to
get new vehicles into the fleet more quickly, (3)
reducing emissions from in-use vehicles, (4) reducing
travel demand to reduce vehicle activity, and (5)
improving traftic flow to reduce emission rates.

The primary focus of federal environmental policy
over the past 30 years has been on reducing the emis-
sions from new vehicles. Strategies to enhance vehi-
cle fleet turnover have not prove cost effective over
the long term, but such strategies can provide useful
short-term emissions reductions. Strategies aimed at
limiting in-use vehicle emissions began around 1983
and continue today. Strategies designed to reduce
travel demand and improve traffic flow, generically
classified together as transportation control measures,
have achieved mixed results to date. While demand
management measures do work for individual large
employers, regional demand management programs
have failed to garner public support and have not pro-
vided cost-effective emissions reductions. On the
other hand, technology-based traftic flow improve-
ment programs, such as traffic signal optimization,
can still provide significant emissions reductions at
the regional level.
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Surveyors from the Environmental Protection Agency inspect the engines and exhaust systems of volunteers’ cars for emission control
tampering and fuel switching. (Corbis Corporation)

VEHICLE STANDARDS AND EMISSION
CONTROLS TECHNOLOGY

In 1963, new cars emitted nearly eleven grams per
mile of hydrocarbons (HC), four grams per mile of
oxides of nitrogen (NO,), and eighty-four grams per
mile of carbon monoxide (CO). Public pressure to
reduce vehicle emissions began to mount in the early
1960s. Manufacturers responded to the general pub-
lic pressure (and a few specific emissions control reg-
ulations) by adding positive crankcase ventilation
(PCV) systems to new vehicles. A PCV valve pre-
vents the release of unburned fuel from the crankcase
by sending these vapors back to the intake air for
combustion. With the passage of the Clean Air Act of
1970, the U.S. Environmental Protection Agency
(EPA) began implementing a series of comprehen-
sive regulations limiting the gram-per-mile emis-
sions from new motor vehicles. Manufacturers must
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produce vehicles that comply with the EPA stan-
dards, as measured in the laboratory on EPA’s feder-
al test procedure, but manufacturers are free to
develop and implement any combinations of control
systems they choose. Assembly-line testing and in-
use surveillance testing and recall ensure that manu-
facturers comply with the certification standards.
Emissions standards in 1970 and 1972 were
designed to reduce HC and CO emissions by 60 per-
cent and 70 percent, respectively. In response to evap-
orative emissions standards, manufacturers developed
onboard charcoal canisters in the early 1970s to cap-
ture gasoline vapors driven from the gas tank (and
from the carburetor fuel bowl) by the daily rise and
fall of ambient temperature. Exhaust emissions con-
trol strategies generally focused on de-tuning the
engine to increase exhaust manifold temperature and
adding a smog pump that delivered fresh air into the
exhaust manifold to oxidize unburned CO and HC.



Manufacturers added exhaust gas recirculation (EGR)
systems to counter the increased in-cylinder NO, for-
mation associated with higher operating tempera-
tures. The EGR recycles a portion of the exhaust
stream back into the engine intake air. The relatively
inert exhaust gas, containing carbon dioxide and water
but little oxygen, serves as a combustion buffer,
reducing peak combustion temperatures.

By 1975, new cars were required to meet a 1.5
gram-per-mile HC standard, a 15 gram-per-mile CO
standard, and a 3.1 gram-per-mile NO, emissions
standard. In response to the regulatory requirements,
the automotive industry added new innovative emis-
sions control technologies. Vehicles came equipped
with oxidation catalysts (platinum and palladium on
an alumina honeycomb or pellet substrate) designed
to convert the CO and partially burned HC in the
exhaust stream to CO, and water. The catalytic con-
verter allows oxidation to occur at temperatures as
low as 300°C, so that oxidation of the exhaust stream
can continue downstream of the exhaust manifold. In
1975, lead was eliminated from the gasoline supply
for these new vehicles, not because of lead’s known
harmful health effects, but because lead would foul
the new catalytic converters of the new vehicles. A
single tank full of leaded gasoline is enough to signif-
icantly and permanently reduce the efticiency of the
catalytic converter. To reduce contamination of cata-
lysts on new vehicles, the size of the opening to the
gasoline tank fill neck was narrowed so that only the
nozzles from unleaded gasoline pumps could be
inserted into the fill neck during refueling.

Reduction catalysts that convert NO, back to
nitrogen and oxygen under conditions of low oxygen
concentration began to appear in the late 1970s. At
this time, vehicles began to employ dual-bed catalyst
systems. These dual-bed systems employed a reduc-
tion catalyst followed by an oxidation catalyst, with
fresh air (and thus additional oxygen) injected
between the two catalyst beds. Dual-bed systems
were capable of controlling NO,, CO, and HC in a
sequential mode.

The emissions reductions provided by the catalyt-
ic converter also allowed engineers to re-tune their
engine designs and add an improved proportional
EGR system. By modifying the EGR that recycles
exhaust in proportion to intake air (as a function of
engine speed) rather than at a constant rate, emissions
could be better controlled over a wider range of oper-
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ating conditions. The new EGR systems provided the
added bonus of improved vehicle performance, bal-
ancing some of the efficiency losses associated with
the use of catalytic converters.

Probably the most significant control technology
breakthrough came in 1977, when Volvo released a
computer-controlled, fuel-injected vehicle equipped
with a three-way catalyst. The new catalytic convert-
ers employed platinum, palladium, and rhodium to
simultaneously reduce NO and oxidize CO and HC
emissions under carefully controlled oxygen condi-
tions. The new Bosch fuel injection system on the
vehicle provided the precise air/fuel control necessary
for the new catalyst to perform effectively. The com-
bined fuel control and three-way catalyst system
served as the foundation for emissions control on the
next generation of vehicles.

By 1981, exhaust emissions standards had tight-
ened to 0.41 grams-per-mile HC, 3.4 grams per mile
CO, and 1.0 gram-per-mile NO,. Manufacturers
turned from carburetors, to single-point throttle-
body injection, and then to multi point fuel injection
systems. With each shift in technology, better control
over the air and fuel mixture and combustion was
achieved. Better control over the delivery and mixing
of air and fuel provided significant emissions and per-
formance benefits. New computer-controlled vari-
able EGR significantly reduced NO, formation. Smog
pumps had also given way to lightweight, inexpensive,
pulse air injection systems, significantly improving
engine performance. Using the natural pressure vari-
ations in the exhaust manifold, fresh air flows in to the
manifold through a one-way reed valve and helps to
oxidize CO and HC. Finally, many of the new vehi-
cles now came equipped with the improved three-
way catalytic converters (TWC) that debuted in 1977.

The new three-way catalytic converters required
precise control of fuel/air ratio, so onboard computers
became necessary to monitor the combustion process
and rapidly adjust the air/fuel mixture through closed
loop control. The goal of the computer program is to
keep combustion at stoichiometric proportions,
where there is just enough air (and therefore oxygen)
delivered to completely oxidize the fuel. The stoi-
chiometric ratio for an average fuel is roughly 14.7
kilograms of air per kilogram of fuel. An oxygen sen-
sor in the exhaust manifold monitors the oxygen con-
centration of the exhaust gases to determine if the
combustion mixture contained sufficient oxygen. A
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reading of zero oxygen in the exhaust gas probably
indicates that too much fuel was mixed with the
intake air (consuming all of the oxygen before com-
bustion was completed) while a high oxygen concen-
tration in the exhaust gas indicates that too little fuel
was mixed with the intake air. The computer process-
es and evaluates multiple readings each second mak-
ing minute adjustments to the amount of fuel
delivered to the intake air (closing the loop between
computer action, sensor reading, and computer
response). The computer never achieves a perfect sto-
ichiometric mixture; the air and fuel mix instead
alternates between slightly rich and slightly lean.
However, the extremely rapid measurement and
computer response minimizes emissions formation
by responding rapidly to changes in engine operation.

The efficiency of the three-way catalytic converter
is also a function of air/fuel ratio. At the stoichiomet-
ric air/fuel ratio of 14.7 kilograms of air per kilogram
of fuel, the relative air/fuel ratio known as A equals
1.0. Figure 1 illustrates catalytic converter efficiency
for cach pollutant as a function of relative air/fuel
ratio A (where a positive A indicates a lean mixture
and a negative A indicates a rich mixture). The closer
the mixture stays to stoichiometric, the more effi-
cient the catalyst at reducing the combined emissions
of the three pollutants.

By 1994, EPA had further tightened the standards
to 0.25 grams-per-mile for HC and 0.4 grams per
mile for NO,. Hence, new vehicle HC emissions had
now dropped nearly 98 percent and NO, emissions
had dropped 90 percent compared to the level of the
1960s. Manufacturers were also required to ensure
that the emissions control systems would endure for
at least 100,000 miles. To meet the stringent 1994
standards, manufacturers relied on improved tech-
nology and materials, and more advanced computer
systems to monitor combustion and rapidly adjust a
variety of operating parameters (fuel metering, spark
timing, and EGR) to optimize vehicle performance
and minimize emissions. Advanced exhaust treat-
ment systems (such as electrically heated or close-
coupled catalysts), that manufacturers originally
believed in the 1980s would be necessary to comply
with these standards, have not been needed.

In 1999, the EPA proposed stringent standards
applicable to model year 2004 vehicles. Thus, the EPA
continues to implement technology-forcing regula-
tions, in which EPA tasks manufacturers with an emis-
sions standard, and industry must develop
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technologies to enable the vehicles to comply. When
these standards are in place, new vehicles will emit less
than 1 percent of the HC and NO, emissions of their
1960s counterparts (see Figure 2). Advanced comput-
er controls, variable valve timing, and improved cata-
lysts will continue to provide significant reductions.
New control systems are also likely to focus on reduc-
ing emissions immediately following the engine start.
Advances in diesel emissions control technologies may
yield viable light-duty diesel vehicles.

Vehicles powered by alternative fuels have yet to
make significant inroads into public ownership.
Battery technology has not advanced sufficiently to
deliver low-cost electric vehicles capable of providing
comparable vehicle performance and more than 100
miles between recharging. However, new hybrid
electric vehicles that perform on a par with current
vehicles and never require recharging began entering
the marketplace in 2000. These hybrid electric vehi-
cles are achieving emissions levels as low as 10 percent
of 1999 emissions levels, qualifying well below the
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2004 standards. Fuel cell vehicles, which convert the
chemical energy of a fuel into electricity, are expected
to provide near-zero emissions within the decade.

LIGHT-DUTY TRUCKS AND SPORT UTILITY
VEHICLES

Sales of sport utility vehicles and light-duty trucks
have topped 45 percent of the new vehicle sales mar-
ket in the late 1990s, and shares are still climbing. In
some months, light-truck and SUV sales exceed
those of automobiles. Current emissions regulations
are currently less stringent for the vast majority of
these light-duty trucks (LDT's) and sport utility vehi-
cles (SUVs) than they are for automobiles. These
vehicles are heavier than automobiles, employ larger
engines, and the drivetrain (engine, transmission,
rear differential, and tire diameter) is designed to
handle heavier loads. As such, the emissions from
these vehicles are naturally higher. New and in-use

LDTs and SUVs exhibit much higher emissions lev-
els than do automobiles (roughly 30 percent more
HC and CO, and 85 percent more NO, per mile
traveled). Light-duty trucks also have a significantly
longer lifespan in the fleet than do automobiles, com-
pounding the emissions impact over time.

The environmental community has argued, for
some time, that the actual onroad duties of the vast
majority of LDTs and SUVs are not significantly dif-
ferent from the duties performed by automobiles.
That is, most of these vehicles are simply making
commute, shopping, and recreation trips that do not
require enhanced performance. This issue, combined
with the availability of emissions control systems to
significantly lower emissions from LDTs and SUVs,
led the EPA to harmonize the two standards under
the new Tier 2 program. Beginning in 2004, through
a phase-in schedule, LDTs and SUVs are required to
meet the same emissions standards as automobiles.

453



E MISSION CONTROL, VEHICLE

Although the lightest of current onroad trucks
already meet the same standards as automobiles, the
new certification requirement will bring the remain-
ing 80 percent of light-duty truck sales into align-
ment with the more stringent emissions standards.

HEAVY-DUTY VEHICLES

Onroad and oft-road heavy-duty vehicles (greater than
8,500 pounds gross vehicle weight rating) contribute
significantly to emissions of NO,, which in turn par-
ticipate in ozone formation. As one would expect,
heavy-duty engines are large, and the engine load for a
vehicle carrying a 60,000-pound payload is extremely
high. Most heavy-duty trucks operate on the diesel
cycle, an engine cycle that produces much higher tem-
perature and pressure conditions, leading to the for-
mation of significantly greater NO, levels per mile
traveled. Given the stringent controls implemented for
light-duty vehicles, it is not surprising that the heavy-
duty vehicle contribution as a percentage of regional
emissions has been increasing. Projections for the Los
Angeles basin in 2010 indicate that without further
controls, heavy-duty vehicles will contribute more
than 55 percent of onroad NO, emissions.

According to industry experts, the state of emissions
control for heavy-duty engines in the 1990s was at the
level of technical advancement that we were achieving
for light-duty vehicles in the 1970s. In the last few
years, new, highly effective diesel particulate trap and
catalyst systems have been developed for heavy-duty
diesel vehicles. Many of these new system designs are
currently on the road undergoing performance and
durability testing. All of the new technologies that are
forthcoming were developed in response to new EPA
heavy-duty vehicle certification standards that are
affective as of 2004. Significant reductions in heavy-
duty vehicle emissions are on the horizon.

ENGINE START EMISSIONS

Exhaust emissions are high during the first one to
three minutes of engine operation, until combustion
stabilizes and the catalytic converter reaches approxi-
mately 300°C (known as light-off temperature, when
the catalyst begins controlling emissions). Peak cata-
lyst efficiency occurs between 400°C and 800°C. A
vehicle that sits more than an hour is usually consid-
ered to be starting in a cold-start mode, because the
temperature of the catalytic converter has dropped
significantly since the vehicle was last used. The aver-
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age vehicle on the road in 2000 emitted 2 to 4 grams
of HC, 1 to 3 grams of NO,, and 30 to 50 grams of
CO for each cold engine start. Vehicles starting in
warm-start mode (less than one hour of parking
time) produce significantly lower emissions than a
cold start, but still contribute significantly to overall
trip emissions. Hot starts after 10 minutes or parking
time still produce nearly 0.5 gram of HC, 0.5 gram of
NO,, and 20 grams of CO per start for the average
vehicle. New emissions models are forthcoming that
estimate engine start emissions as a continuous func-
tion of park-time distributions.

Because gram/mile emissions from modern vehi-
cles are so low, engine start emissions have become a
large fraction of the emissions associated with a vehi-
cle trip. For a typical twenty-mile commute trip in a
1994 vehicle, roughly 30 percent of the CO and 10
percent of the NO, and HC can be attributed to the
cold start. For a ten-mile trip, the overall emissions are
about 35 percent lower, but the cold start contribu-
tions rise to approximately 50 percent of the CO and
20 percent of the NO, and HC. On very short trips,
total trip emissions are lower still, but the cold start
contribution dominates the total. For a half-mile trip,
most vehicles never achieve catalyst light-off, and
more than 95 percent of the CO and 80 percent of the
HC and NO, trip emissions can be attributed to cold-
start operation (as compared to the same trip made by
a fully-warmed-up vehicle). It is important to note that
a single trip of twenty miles will result in significantly
lower emissions than ten trips of two miles each. Trip
chaining, where the end of one trip serves as the begin-
ning of the next trip after a short parking period, also
results in significantly lower emissions than if each trip
results in a cold engine start.

Given the importance of engine start emissions in
urban areas, new emissions control systems are likely
to focus on achieving instant catalyst light-off.
Catalyst manufacturers will increase catalyst surface
area and use materials and designs that are resistant to
damage from high-temperature exhaust gas. Such
designs will allow placement of catalysts closer to the
exhaust manifold where higher temperatures will
help the catalyst reach light-oft much more quickly.

ENRICHMENT EMISSIONS

In recent years, research has demonstrated that real-
world vehicle emissions under typical onroad operat-
ing conditions can differ significantly from the



emissions observed in the laboratory under standard
federal test procedures. The occurrence of enrich-
ment, when the air/fuel mixture becomes rich for a
few moments, results in orders of magnitude increas-
es in CO and HC emissions rates for short periods.
N. Kelly and P. Groblicki (1993) first reported indi-
cations that enrichment conditions were likely to be
causing a significant portion of vehicle emissions not
captured during standard laboratory certification
tests. Numerous studies since then have identified
enrichment as a widespread concern.

Carbon monoxide emissions rates (grams/second)
under enrichment conditions for the very cleanest of
vehicles can soar as high as 2,500 times the emissions
rate noted for stoichiometric conditions. Although
most vehicles spend less than 2 percent of their total
driving time in severe enrichment, this can account
for up to 40 percent of the total CO emissions
(LeBlanc et al., 1995). Hydrocarbon emissions rates
can rise by as much as a factor of a hundred under
enrichment conditions. Enrichment activity is usually
associated with high power demand and engine load
conditions, such as high-speed activity, hard accelera-
tions, or moderate accelerations under moderate to
high speeds. However, enrichment also occurs during
hard deceleration events. When the throttle plate
snaps shut during a rapid deceleration event, the rapid
decrease in intake manifold pressure vaporizes liquid
fuel deposits, causing the fuel mixture to become rich.

All vehicles undergo some enrichment. Fuel
enrichment sometimes results from malfunctions of
vehicle sensors and control systems. When engine and
exhaust gas sensors fail to provide appropriate data to
the onboard computer under certain operating condi-
tions, the computer sends inappropriate control com-
mands to fuel injectors and spark advance units.
Depending upon the type and extent of component
failure, such malfunctions can result in a super-emit-
ter, with significantly elevated emissions rates under
all operating conditions. It is interesting to note that
engine manufacturers have engineered occurrences of
enrichment through the onboard vehicle computer
software. Because peak engine torque develops when
the air/fuel mixture is slightly rich, manufacturers
sometimes use enrichment to improve vehicle per-
formance. Enrichment can increase acceleration rates,
improve engine performance while hill-climbing or
running accessories such as air conditioning, and can
be used to control cylinder detonation. In addition,
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the cooling properties associated with vaporizing and
partially combusting excess fuel lowers peak combus-
tion temperatures, protecting cylinders, valves, and
catalysts from high-temperature damage during high
RPM activity.

When enrichment episodes occur in the real
world, but not in the laboratory under federal certifi-
cation tests, real-world emissions are significantly
higher than predicted. Further complicating emis-
sions prediction is that aggressive driver behavior and
complex traftic flow characteristics play a large role in
enrichment occurrence. Current vehicle activity sim-
ulation models can predict average speeds and traftic
volumes very well, but poorly predict the hard-accel-
eration events that lead to enrichment.

The federal test procedure for new vehicle certifica-
tion is limited to a maximum acceleration rate of 3.3
mph/second and a maximum speed of 57 mph (and
even that speed is for a very short duration). Based
upon extensive data collected in Baltimore, Spokane,
and Atlanta, more than 8.5 percent of all speeds
exceeded 57 mph, and more than 88 percent of trips
contained acceleration activity exceeding 4 mph/sec-
ond. In fact, more than one-third of the trips moni-
tored included an acceleration rate at some point
during the trip of more than 7 mph/second. Similarly,
more than 15 percent of the deceleration activity
exceeded -3.5 mph/second. Hence, enrichment events
are significant in real-world emissions inventories.

To counter the elevated emissions associated with
enrichment, the EPA has adopted supplemental fed-
eral test procedures. The new laboratory test proce-
dures contain higher speeds, higher acceleration and
deceleration rates, rapid speed changes, and a test that
requires the air conditioning to be in operation.
These tests increase the probability that vehicles will
go into enrichment under laboratory test conditions.
Hence, manufacturers have an incentive to reduce
the frequency of enrichment occurrence in the real
world. Future catalytic converters and emissions con-
trol systems will be resistant to the high-temperature
conditions associated with engine load, and will be
less likely to require enrichment for protection.
Thus, enrichment contributions to emissions will
continue to decline.

IN-USE VEHICLE EMISSIONS

New vehicle emissions standards have served as the
primary means for reducing vehicle emissions over

455



E MISSION CONTROL, VEHICLE

the last thirty years. However, urban areas must wait
for years before the purchase of new vehicles signifi-
cantly reduces onroad emissions. Meanwhile, daily
motor vehicle emissions remain dominated by the
small fraction of very high-emitting vehicles. The
average car on the road emits three to four times
more pollution than new standards allow, and minor
control system malfunctions greatly increase emis-
sions. Numerous research studies conclude that a
small fraction of onroad vehicles contribute a large
fraction of fleet emissions. Some researchers argue
that as few as 5 percent of the vehicles are causing 40-
50 percent of onroad emissions, but published esti-
mates of super-emitter contribution estimates vary
widely. These research studies rely upon laboratory
data collected on certification tests, field data collect-
ed using portable testing systems, data from remote
sensing devices that estimate pollutant concentra-
tions in vehicle tailpipe exhaust plumes, or laborato-
ry or roadside inspection and maintenance data. The
controversy surrounding the wide range of super-
emitter contribution estimates stems from significant
differences in the vehicles sampled, data collected,
and the analytical methods and assumptions
employed in the various analyses. Although the con-
tribution percentage is uncertain, it is clear that a
small fraction of super-emitting onroad vehicles con-
tribute disproportionately to emissions.

To reduce emissions from onroad vehicles, urban
areas have turned to inspection and maintenance
(I/M) programs. By 1983, sixty-four cities nationwide
had established I/M programs, requiring passenger
vehicles to undergo a visual inspection and a two-
speed idle test to detect severely malfunctioning
emissions control systems. Many areas are now
adopting advanced I/M programs, which require
vehicle testing on a garage treadmill to better identify
problem vehicles. Enhanced I/M programs achieve
greater emissions reductions than standard I/M pro-
grams. However, other states are beginning to
restructure and sometimes eliminate statewide
inspection and maintenance programs, because the
annual fees and testing hassle are not popular with
the public. Furthermore, some studies indicate that
the emission reduction benefits of I/M programs,
while still significant, may be achieving only half of
their current modeled emissions reductions. When a
state eliminates or scales back an I/M program, the
state is responsible for identifying other sources of
emissions reductions.
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New onboard diagnostics (OBD) systems bridge
the gap between new vehicle certification and the in-
use compliance verification of I/M. Onboard diagnos-
tics systems detect failures of the engine sensors and
the control actuators used by the onboard computer
to optimize combustion and minimize emissions.
Federal and California OBD programs introduced in
1994 detect component failures (such as an oxygen
sensor) by continuously monitoring and evaluating
the network of sensor readings to detect erroneous or
illogical sensor outputs. Such OBD systems employ
detailed computer programs that can change the con-
trol logic, discard the inputs from bad sensors, and
ensure that emissions remain low even when failures
do occur. A malfunction indicator lamp (MIL), or
Check Engine light, illuminates on the dashboard
when the OBD system identifies problems. Engine
computers facilitate repair by reporting trouble codes
to mechanics through handheld diagnostic tools that
interface with the engine computer. Under I/M pro-
grams, vehicles with OBD-reported malfunctions
cannot be re-registered until the problem is diagnosed
and repaired. The new OBD systems are designed to
improve the effectiveness of I/M and minimize life-
time emissions from the vehicle.

Super-emitters behave differently than their nor-
mal-emitter counterparts. Whereas normal-emitting
vehicles may exhibit high emissions under a hard
acceleration or high speeds, vehicles classified as
super-emitters tend to exhibit elevated emissions
under almost every operating condition. New emis-
sions models will likely track the activity of high-
emitting vehicles separately, applying different
emission rate algorithms to this activity. Similarly,
these new emissions models will also model the
effect of I/M programs as decreasing the fraction of
onroad high-emitting vehicles.

CLEANER FUELS

Numerous fuel properties affect evaporative and
exhaust emissions. Refiners can modifty fuel vapor
pressure, distillation properties, olefin content, oxygen
content, sulfur content, and other factors to reduce
emissions. In 1989, the EPA set fuel volatility limits
aimed at reducing evaporative emissions. In 1992,
manufacturers introduced oxygenated gasoline into
cities with high wintertime CO levels. By 1995, the
EPA’s reformulated gasoline (RFG) program required
the sale of special gasoline in nine metropolitan



areas that do not meet national clean air standards for
ozone. RFG yielded a 15 percent reduction in HC
emissions without increasing NO, emissions, at a cost
of somewhere between four and seven cents per gal-
lon. Fuels had to include 2 percent oxygenate by
weight (ethanol or MTBE), but manufacturers could
adjust a variety of other gasoline properties to achieve
the mandated emissions reduction.

Proposed fuel regulations associated with EPA’s
2004 vehicle standards program (Tier 2) will substan-
tially reduce the allowable sulfur content of fuel, sig-
nificantly enhancing the effectiveness of advanced
catalytic converters. Sulfur in gasoline temporarily
deactivates the catalyst surface, thereby reducing cata-
lyst efficiency. The sulfur reductions are critical for
enabling the vehicle emissions control technology to
meet Tier 2 standards. By 2006, Tier 2 regulations
will require an average fuel sulfur level of 30 ppm,
with an 80 ppm cap. This is a substantial decrease
from current average sulfur levels of 340 ppm. Vehicle
manufacturers estimate that the 90 percent reduction
in fuel sulfur will reduce NO, emissions from the
new, low-emitting vehicles by 50 percent, at a mar-
ginal cost of between two and four cents per gallon.
Vehicle manufacturers argue that further reducing
sulfur levels from 30 ppm to 5 ppm will provide addi-
tional emissions benefits at a cost somewhere between
two and three additional cents per gallon.

FUEL ECONOMY IMPROVEMENTS AND
EMISSIONS

In the 1970s, manufacturers requested and received
some delays in the implementation of new vehicle
certification standards. EPA granted these delays to
help manufacturers balance emissions reduction
efforts with their efforts to increase corporate average
tuel economy. At that time, almost every control sys-
tem (smog pumps, EGR, and catalytic converters)
resulted in a fuel economy penalty. The direct rela-
tionship between increased emissions control and
decreased fuel economy was broken in the late 1980s
with the widespread adoption of advanced computer-
controlled fuel injection and spark timing systems.
Smog pumps were removed and other devices that
reduced fuel economy were improved with computer
control. Today, the same technologies that reduced
motor vehicle emissions (electronic fuel injection,
spark timing, and computer control) have improved
fuel economy (or provided improved engine power
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output in lieu of fuel economy improvements). In
general, reduced fuel consumption results in emis-
sions reductions from the vehicle, and reduced vehi-
cle refueling minimizes evaporative emissions.
Improving fuel economy is sometimes referred to as
the forgotten emissions control strategy.

CONCLUSION

Despite the emissions rate reductions achieved during
the last thirty years from new and in-use vehicles,
rapid growth in vehicle use has offset a good portion of
the total potential reductions. Population growth con-
tinues at a rate between 1 percent and 2 percent per
year, but the number of trips per day and vehicle miles
of travel are increasing at double or triple that rate in
many areas. More people are making more trips and
driving farther each day. As vehicle miles of travel con-
tinue to increase, so do congestion levels. The net
effect is that more people are making more trips and
driving farther under conditions that increase emission
rates. Manufacturers sell nearly 16 million vehicles per
year in the United States. More importantly however,
the average vehicle lifespan of nearly fourteen years
continues to increase. Given the tremendous growth
in vehicle use and the emissions rate increases that
come with congestion and an aging onroad fleet,
reducing onroad vehicle emissions remains extremely
important for air quality. Without the previous 30
years of transportation emissions controls, urban air
quality would have continued to degrade. Instead, the
most polluted areas of the United States have experi-
enced significant air quality improvements.

Randall Guensler

See also: Traftic Flow Management.
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ENERGY CONSUMPTION

See: Supply and Demand and Energy Prices

ENERGY ECONOMICS

Energy economics is the application of economics
to energy issues. Central concerns in energy eco-
nomics include the supply and demand for each of
the main fuels in widespread use, competition
among those fuels, the role of public policy, and
environmental impacts. Given its worldwide impor-
tance as a fuel and the upheavals in its markets, oil
economics is a particularly critical element of ener-
gy economics. Other efforts have treated natural
gas, coal, and uranium. Energy transforming and
distributing industries, notably electric power, also
receive great attention. Energy economics addresses,
simultaneously as well as separately, both the
underlying market forces and public policies affect-
ing the markets.

Economic concerns difter sharply from those of
natural scientists and engineers. The most critical dif-
ference is in the outlook towards supply develop-
ment. Many economists argue that market forces
allow smooth adjustments to whatever happens to
the physical stock of resources. Potentially, these
market forces can produce resources cheaper than
other methods presently employed to cause adjust-
ments. At worst, the cost rises will be gradual and
manageable. In contrast, these economists stress the
harmful effects of governments on energy.

A major influence on this optimism in market
forces is observation that, historically, technical




progress has promoted energy market development.
However, the processes by which this progress
emerges have not been conducive to formal econom-
ic analysis. Rather than wait for a satisfactory model,
economists must treat new technology as an unex-
plained but vital element of energy markets. A relat-
ed consequence is that established energy sources get
almost all the attention. Economics can say little
about products that have not emerged.

RESEARCH IN ENERGY ECONOMICS

Scholarly study of the issues in energy economics ranges
from massive tomes to short articles. Government and
international agencies, consulting firms, industrial cor-
porations, and trade associations also produce a vast
body of research in energy economics.

THE PRACTITIONERS

The practitioners of energy economics variously
identify themselves as energy economists, mineral
economists, natural resource economists, and indus-
trial organization economists. Separate professional
societies exist to represent each of three specialties:
resource and environmental economics, mineral eco-
nomics, and energy. These associations do not inter-
act with one another In addition, academic programs
exist in each of these areas.

SPECIALTIES AND SUBDISCIPLINES

In each case, quite different bases created the special-
ties. Energy economics as a separate field emerged
with the energy turmoil of the 1970s. Many people
were suddenly drawn into dealing with energy issues
and felt a strong need for organizations exclusively
dealing with their concerns. In contrast, mineral eco-
nomics emerged in the 1930s from interactions
among mineral engineers, geologists, and economists
on how the insights of their individual fields could be
combined to deal with the problems of all forms of
mineral extraction. Mineral economists took a broad
view of minerals that gave a prominent role to ener-
gy, but many energy economists viewed mineral
economiists as concerned only with rocks. A more
critical problem with mineral economics was that its
reach was and remains limited to specialized academ-
ic programs and long-established mineral agencies
such as those in the U.S. Department of the Interior,
and that it was dominantly North American. The
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energy economists attained greater breadth in the
identity and nationality of participants.

Resource economics has at least two bases. Many
natural scientists raise widely accepted broad concerns
over natural resource availability. A massive federal
government study of the problem was instituted dur-
ing the Truman administration. One result of the
effort was the Ford Foundation endowment that estab-
lished Resources for the Future, a Washington, D.C.,
research institute, devoted to the study of all natural
resource problems. The institute has attracted leading
figures in all areas of resource economics, including
the environment. Academic programs in resource eco-
nomics grew mainly from efforts to broaden the scope
of agricultural economics, a discipline long practiced
principally at the land-grant colleges of major U.S.
agricultural states. The scope went on to encompass
consideration of environmental problems.

WHY SUBFIELDS EXIST

As is standard in the development of subdisciplines,
these fields arose from an intuitive perceived need.
Nothing more than the ability to maintain a critical
mass of participants adequately justifies the separa-
tions. Although the areas deal with different bodies of
fact, this distinction is insufficient to justify a field. If
it were, we might also have automotive economics or
baseball economics. All involve application of eco-
nomic principles to particular problems. Finding
unifying analytic bases for separation is problematic.

Similar arguments, however, can be made about
the formal justifications made for even the largest,
longest-established branches of economics. The line
between pure theory and industrial economics is
tuzzy; international trade economics is largely a
demonstration that nationality should be economi-
cally irrelevant. Given the vast expansion of modern
economics, it is necessary to subdivide into conven-
ient sectors. The energy and related realms reflect, on
a considerably smaller scale, the value of such seg-
mentation in uniting people with similar interests.
Thus, the argument that special analytic issues arise
does not justify the existence of special fields; a com-
munity of interests is what dominates.

MINERAL DEPLETION AND ITS POLICY
IMPLICATIONS

A perennial subject of concern is the long-term avail-
ability of energy resources. Natural scientists and
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even many economists not specializing in natural
resources stress the importance of the physical limits
to the amount of available energy and to the thermo-
dynamic forces through which initial use precludes
economic reuse. Natural resource economists count-
er that this approach provides an incomplete and
misleading vision of the “natural” resource sector.
While the physical endowment is limited by defini-
tion, its usability is not. Existence does not guarantee
economic value. First, a use for the “resources” must
be found. Then techniques must be designed and
profitably implemented for finding (“exploration”),
converting the finds to producing properties (“devel-
opment”), processing the output to a useable form,
and moving the production to customers.

Resource economics stresses that, to date, experi-
ence is that the conversion of unutilized resources to
profitable ones has moved ahead of demand growth
and resource commodity prices have fallen over time.
Moreover, M. A. Adelman’s classic studies of petro-
leum supply development have shown that explo-
ration is an ongoing effort to expand the potential for
supply expansion. A backlog of developable prospects
always exists. When profitable, the much more
expensive development stage is undertaken.

Resource pessimists counter that this process can-
not proceed forever because the eternal persistence of
demand for any given commodity that is destroyed
by use must inevitably lead to its depletion. However,
the eternal persistence assumption is not necessarily
correct. The life of a solar system apparently is long
but finite. Energy sources such as nuclear fusion and
solar energy in time could replace more limited
resources such as oil and natural gas. Already, oil, gas,
nuclear power, and coal from better sources have dis-
placed traditional sources of coal in, for example,
Britain, Germany, Japan, and France.

Alarms about depletion arose long before massive
energy consumption emerged. Experience suggests
that the fear is premature. Acting politically to save
energy resources may prove more wasteful than
allowing consumption. Indeed, the exhaustion prob-
lem already is extensively abused to justify undesir-
able policies. Every local energy producer that
reaches the end of its economic life argues that it
should be preserved as a hedge against exhaustion (or
whatever other evil that can be thought up).

Markets themselves are structured to be very
responsive to whatever problems arise with resource
supply. Depletion is an economic problem, and mar-
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kets are capable of reacting to it. Economic limits
necessarily are greater than physical ones. That is,
much that is physically present will never be eco-
nomical to employ. Total depletion, if it occurs, will
repeat on a large scale what has already occurred for
specific suppliers. Costs will become prohibitive,
output will start declining, and a steady, recognizable
move to extinction will follow.

Elaborate economic theories of exhaustible
resources shows that the cost and price pressures
associated with such resource depletion provide
incentives for slowing depletion. Prudent investors
are rewarded doubly. The impending decline in sup-
ply pushes up prices and thus the gross income from
sales. The restraint slows the depletion of low cost
resources, lowers production costs, and thus the net
payoft to delayed sales. The theory also indicates that
the distribution of payofts between the two sources
can differ greatly. Thus, while we can expect to
observe steady upward pressures on energy prices,
many different patterns are possible. Price rises will
be persistent but not necessarily at a constant rate.
The absence of evidence of such price pressures is
strong evidence that exhaustion is not an immediate
threat. Whatever pattern proves optimal can emerge
in the marketplace, and the skepticism among many
economists about government foresight are amply
proved by prior energy experience. Appraisals of
prospects will change with improved knowledge and
whatever else permanently alters the situation.
Competition among specialized private investors is
more adaptable than public policy.

To complicate matters, a government program to
assist investment in minerals will not necessarily slow
depletion. Investment aid, to be sure, encourages
depletion-reducing investment in delaying produc-
tion. However, the aid also stimulates depletion-
increasing investments in production facilities.
Which effect predominates depends on the circum-
stances. Depletion retardation is more likely for pro-
ducers with presently large excesses of price over
cost. Depletion stimulation is more likely when
prices are close to costs.

ECONOMIC EFFICIENCY VERSUS
SUSTAINABLE DEVELOPMENT

Since the 1980s, the persistence of concerns over both
the maintenance of natural resource commodity sup-
ply and environmental quality has become restated as



a search for sustainable development. The concern is
that unregulated markets will produce a pattern of
natural resource commodity production that unduly
favors the present and near-term future over the
longer-term, and generates too much pollution.

Some resource economists fervently support the
concept of sustainability. Others argue that the prin-
ciple is less coherent, comprehensible, and com-
pelling than prior concepts, particularly the core
economics principle of efficiency. For economists,
the choice of terminology is secondary. The primary
concern is resolving the underlying problems of pos-
sible market inefficiencies and the ability of govern-
ments to cure them.

Richard L. Gordon

BIBLIOGRAPHY

Adelman, M. A. (1995). The Genie out of the Bottle: World
Oil since 1970. Cambridge, MA: MIT Press.

Barnett, H. J., and Morse, C. (1963). Scarcity and Growth: The
Economics of Natural Resource Availability. Baltimore:
Johns Hopkins Press for Resources for the Future.

Brennan, T. J.; Palmer, K. L.; Koop, R. J.; Krupnick, A. J.;
Stagliano, V.; and Burtraw, D. (1996). A Shock to the
System: Restructuring America’s Electricity Industry.
Washington, DC: Resources for the Future.

Gilbert, R. J., and Kahn, E. P., eds. (1996). International
Comparisons of Electricity Regulation. Cambridge, Eng.:
Cambridge University Press.

Simon, J. L. (1996). The Ultimate Resource 2. Princeton, NJ:
Princeton University Press.

ENERGY INTENSITY
TRENDS

Energy intensity is defined as the ratio of energy used
to some measure of demand for energy services.
There is no one measure of energy intensity. The
measure depends on the universe of interest being
measured. If the universe of interest is an entire
country, then the measure needs to reflect the ener-
gy used and the demand for energy services for that
country. A country’s demand for energy services is
usually measured as the dollar value of all goods or
services produced during a given time period, and is
referred to as Gross Domestic Product (GDP). If the
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universe of interest is households, energy intensity
might be measured as energy used per household or
size of the housing unit. If the universe of interest is
the iron and steel industry, the measure for energy
intensity could be energy used per ton of raw iron
produced or energy per dollar value of the raw iron.
Energy-intensity measures are often used to meas-
ure cnergy efficiency and its change over time.
However, energy-intensity measures are at best a
rough substitute for energy efficiency. Energy inten-
sity may mask structural and behavioral changes that
do not represent “true” efficiency improvements. A
shift away from producing products that use energy-
intensive processes to products using less-intensive
processes is one example of a structural change that
might be masked in an energy-intensity measure. It is
impossible to equate one energy-intensity measure to
some “pure” energy efficiency. Therefore a set of
energy-intensity measures should be developed—
keeping in mind the caveats underlying the measures.

ENERGY-INTENSITY TRENDS IN THE UNITED
STATES, 1972 TO 1986

Before the 1970s the United States experienced a
time of falling energy prices and ample supplies of
petroleum. In 1973, crude petroleum prices shot up
by 400 percent. In the early 1980s, the growth of eco-
nomic activity outpaced the demand for energy.
Between 1972 and 1986, energy consumption per
dollar of GDP declined at an average annual rate of
2.1 percent. Energy per dollar of GDP is a useful
measure. It is important, however, to understand the
factors that lie behind any changes in the measure.

At first, short-term behavioral changes, such as
lowered thermostats and reduced driving, were com-
mon in reducing energy demand, but their overall
eftects on demand were small. While these transient
changes were taking place, other, more fundamental
changes were working their way into energy-using
processes. Examples were the introduction of auto-
mobile fuel economy standards, appliance efficiency
standards, and the movement away from energy-
intensive processes in the manufacturing sector.

In 1975, Congress responded to the oil crisis of 1973
by passing the Energy Policy and Conservation Act.
This legislation established Corporate Average Fuel
Economy (CAFE) standards. By 1985, CAFE standards
required that all new passenger cars had to have an
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U.S. Energy Consumption per Dollar of GDP, 1972-1997

source: Energy Information Administration, Annual Energy Review 1997.

average gas mileage of 27.5 miles per gallon (mpg) of
gas, nearly double the mileage of typical cars made in
the mid 1970s. Light trucks had to average 20.6 mpg.

Additionally, as a response to rising energy prices
and uncertainty of supply, several states adopted
appliance efficiency standards. At the federal level,
the National Appliance Energy Conservation Act of
1987 established the first national standards for
refrigerators and freezers, furnaces, air conditioners,
and other appliances. The Energy Policy Act of 1992
added national standards for incandescent and fluo-
rescent lights, small electric motors, office equip-
ment, and plumbing products.

The movement away from energy-intensive
processes in the manufacturing sector was an impor-
tant force in the reductions in energy intensity during
these years. One of the most noticeable shifts was in
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the primary metal industry. In 1976, 128 million tons
of raw iron were produced by 1986 production had
fallen to 81.6 million tons. Domestic primary pro-
duction of aluminum was 3.7 million metric tons in
1972, but fell to 3 million metric tons in 1986.

ENERGY-INTENSITY TRENDS IN THE UNITED
STATES, 1986 TO 1997

After 1986, the CAFE and appliance standards in
place resulted in stock turnovers to more efticient
automobiles and appliances. However, the decline in
energy consumption per dollar of GDP slowed
appreciably and, between 1986 and 1997, the energy
intensity trend remained rather flat. Other forces in
the U.S. economy were pushing energy consump-
tion higher, resulting in increases in the energy-
intensity measure.



Between 1987 and 1997, twelve million house-
holds were added to the country’s housing stock, rep-
resenting a 13 percent increase. Since most of this
increase took place in the West and the South, the
demand for electricity for central air conditioning
increased as well. In 1987, 52 percent of all house-
holds in the South had central air conditioning. In
1997, this percentage was 70 percent—a 35 percent
increase. Additionally, new houscholds have been
getting larger, resulting in an increased demand for
heating, air conditioning, lighting, and appliances.
New energy-consuming devices such as VCRs,
microwaves ovens, and home computers were also
purchased on a wide scale.

The energy intensity measure, miles per gallon, for
the stock of passenger cars increased from 17.4 in
1986 to 21.3 in 1996. However, average miles driven
per car per year increased from 9,464 to 11,314.
There has also been a change in the mix of new vehi-
cles purchased. In 1980, 38 percent of all new vehi-
cles were subcompacts, falling to 18 percent in 1997.
The market share for small vans was less than 1 per-
cent in 1980, but grew to 19 percent in 1997. Small
utility vehicles had a market share of 3.4 percent in
1980, growing to 26 percent in 1997. Although the
larger vehicles became more efficient, more were
being purchased and were being driven more.

Although the manufacturing sector continued its
decline in the production of energy-intensive prod-
ucts, between 1986 and 1997 the service sector con-
tinued to grow. Not only did the commercial
building stock increase, but the use of office equip-
ment—from computers to copy machines—has
grown rapidly. In just three years, between 1992 and
1995, the number of personal computers and com-
puter terminals in commercial buildings increased
from 29.8 million to 43 million (45%).

Clearly the United States is doing more with less
energy. Although total energy has grown as demand
for goods and services has climbed, energy use per
person has hardly changed, 348 million Btu per per-
son in 1972 and 352 million Btu in 1997. During this
same time period, energy per GDP has declined 32
percent. State and federal energy-efficiency stan-
dards, consumer behavior, and structural shifts, have
tueled this decline.

Stephanie J. Battles

See also: Appliances.
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ENERGY MANAGEMENT
CONTROL SYSTEMS

EVOLUTION PERSPECTIVE OF EMCS

The primary purpose of energy management control
systems (EMCS) is to provide healthy and safe oper-
ating conditions for building occupants, while mini-
mizing the energy and operating costs of the given
building. Aided by technological developments in the
areas of electronics, digital computers, and advanced
communications, EMCS have been developed to
improve indoor quality while saving more energy.

Electromechanical Timers

The earlier devices used in the first half of the
twentieth century to control building loads (such as
lighting and space conditioning) were electromechan-
ical timers, in which a small motor coupled to a gear-
box was able to switch electrical contacts according to
a predefined time schedule. Normally the output
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shaft of the gearbox causes one or more pairs of elec-
trical contacts to open or close as it rotates. These
electromechanical devices were simple and reliable,
and they are still used to control lights and ventilation
in some buildings. However, for lighting and space
conditioning, the main drawbacks of this type of timer
was inflexibility. Manual intervention is required to
change settings, and the operation mode is essentially
without feedback (open-loop controllers), since the
schedule of operation is not easily influenced by the
variables in the controlled process.

Electronic Analog Controllers

The development of electronic circuitry capable of
processing sensor signals made possible the appear-
ance of electronic controllers able to respond to vari-
able conditions. For example, to control street
lighting a light sensor coupled to a simple electronic
amplifier and switch can turn off the lights during the
day, avoiding energy waste. In some cases the analog
electronic controllers were coupled with electro-
mechanical timers, providing the possibility of con-
trolling the output as a function of time and/or
operation conditions.

Although electronic circuitry has been available
since the beginning of the twentieth century, the
invention of the transistor in 1948 was a key mile-
stone, bringing a decrease in costs, an improvement
in reliability, and a reduction in the size of control
circuits. During the 1950s and 1960s, electronic ana-
log controllers became widely available for control-
ling lighting, heating, ventilation, and air
conditioning (HVAC). Although these controllers
made possible improved control based on informa-
tion from sensor feedback (closed-loop control), they
still suffer from lack of flexibility, since they are able
to implement only simple control strategies and
require manual change of settings.

Digital Controllers

The invention of the microprocessor in 1970 sig-
naled a radical change in the area of building controls,
allowing the development of increasingly powerful
EMCS. From the outset, microprocessor-based
EMCS could be easily programmed for changeable
and variable time schedules (e.g., workday versus
weekend operation, public holiday operation). In
addition to this flexibility, increasingly powerful
microprocessors, along with new energy manage-
ment hardware and software, allowed for the pro-
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gressive implementation of sophisticated control
algorithms, optimization of building operation, and
integration of more functions into building control
and supervision.

Most new hardware and software development in
the EMCS market now aims at utilizing the full
potential of EMCSs and at making the information
obtained more usable and accessible. This accessibil-
ity has created a secondary benefit with a greater
potential for customer/utility communication. In
many ways the EMCS evolution and market penetra-
tion in the industrial, commercial, and to a certain
extent, residential markets, has equaled that of the
personal computer.

During the 1970s EMCS digital controllers were
mostly electronic time clocks that could be pro-
grammed according to a variable schedule. However,
increasingly powerful, low-cost microcomputers
have rapidly improved computing power and pro-
grammability and hence increased the application of
EMCS. This rapid improvement has in turn intro-
duced benefits such as the following:

* flexible software control, allowing simple modifica-
tion;

* built-in energy management algorithms, such as opti-
mal start of space conditioning, limiting the electrici-
ty peak demand; also, control of HVAC and lighting
loads in practically all EMCS applications;

* integrated process, security, and fire functions;

* monitoring capability allowing identification of faulty
equipment and analysis of energy performance;

* communication with the operator and other EMCS
that can be remotely located.

These possibilities make EMCS increasingly
attractive for energy monitoring, control, and utili-
ty/customer interface. The integration of functions
associated with safety and security (e.g., intrusion and
fire) as well as those associated with building diagnos-
tics and maintenance are also expanding the potential
market of EMCS. The application of advanced EMCS
with these features is leading to the appearance of
“smart buildings,” which can adjust to a wide range of
environmental conditions and which offer comfort
and security with minimal use of energy.

CURRENT EMCS CHARACTERISTICS

An EMCS is usually a network of microprocessor-
based programmable controllers with varying levels of
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Schematic of a typical EMCS with local control modules, command control modules, and personal computer
interface.

intelligence and networking capabilities. This “typi-  hardware, software, and communication characteris-
cal” EMCS has three components (see Figure 1): tics of these three components are as follows.

* Local control module: directly wired to sensors and Local Control Modules

actuators (e.g., equipment to control space condition- A local control module performs the following
ing, such as pumps and fans); basic functions in an EMCS:

¢ Command control module: makes control decisions;

* Personal computer interface: simpliﬁes operator con- * receives information from sensors;
trol of the system through a user-friendly interface. * controls actuators, through relays, to switch equip-

ment on and off or to change its variable output;

An important feature of the typical system is its « converts analog sensor data to a digital form;

modularity. The most powerful EMCS 1nstallataons e performs direct digital control;

have all .three components, but ofte.n iny a single e communicates with the command module.

module is necessary for simple applications, such as

controlling a single air-conditioning unit, or for most Modern EMCS use a variety of sensors, including

applications in the residential sector. Thus local and  temperature, humidity, occupancy, light, pressure,
control modules are capable of stand-alone operation air flow, indoor air quality, and electric power (nor-
without higher-level components. The functions,  mally pulses from power meters). The actuators are
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the units that can influence the state of the system,
including chillers, pumps, fans, valves, and dampers.

Command Control Module

The command control module, or control mod-
ule, is the real intelligence of the EMCS; all pro-
gramming and control software resides here.
Command control module software can create
reports (e.g., for recording the historical status of
variables) and perform various demand-limiting
schemes. The common energy management strate-
gies offered at this level include proportional-inte-
gral-derivative (PID) control loops, duty cycling, and
optimal start/stop of HVAC units. Also available are
economizer control (use of free cooling with outside
air when the outside temperature is below the target
temperature) and programmed start/stop with
demand limiting of selected loads.

The command module can be programmed either
through a keypad or by downloading programs from
the PC host. The information presented in command
module reports is easy to change, but it must follow
a prearranged format. These reports usually show
temperatures, peak demand, whole-building energy,
equipment status, maintenance records, and alarm
records. Automatic reporting of a system alarm, such
as machine failure, by phone or by electronic mail is
another typical software feature.

Command modules communicate with other
modules through a local area network (LAN).
Through this LAN, command modules receive
information from the local control modules and store
data. These data can be stored from a week to two
years, depending on the recording interval and the
number of points to be monitored. Unlike host-
based systems, which use a central computer to inter-
rogate each command module individually, the
computer interface can tap into the network like any
other command module.

A recent data communications protocol for
Building Automation and Control Networks
(BACnet), ASHRAE Standard 135-1995, is an impor-
tant step to ensure that controllers made by different
manufacturers can communicate with each other in a
simple way, avoiding the expense of additional inter-
face hardware and communication software.

Personal Computer Interface

The personal computer interface allows for easy
operation of an EMCS, but all of the system’s control
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functions can be performed in its absence. This user
interface serves three purposes:

* storage of a backup of the command module’s pro-
grams to be used in case of power or system failure;

e archiving of trend data for extended periods of time;

* simplification of programming and operation of the
system through a user-friendly interface.

The software at the user-interface level usually
involves block programming, whereby the operator
can define control loops for different sensors as well
as other specific control strategies in a BASIC-type,
easily understood programming format. This block
structure allows modification or enabling of different
program blocks, avoiding the necessity of rewriting
the main program. Programs at this level are menu-
driven, with separate sections for trend reports, pro-
gramming, graphics, etc. Visual displays, such as the
schematic of HVAC equipment interconnections, are
used to make information easier to comprehend.
Building floor plans can be incorporated to display
information such as room temperatures.

INTEGRATION OF FUNCTIONS

Because of increasing computation power, EMCSs
can integrate other functions and also be coupled to
other processes. By helping coordinate plant opera-
tion, the integration of functions also makes the
acquisition of EMCSs more attractive, since a signif-
icant portion of the hardware can be shared by differ-
ent applications. For tracking the performance of the
building operation and carrying out the required
maintenance, monitoring and data-logging functions
are essential in an integrated system, since operators
need to be aware of the operating status of each part
of the plant and to have access to reports of previous
performance. Also, alarm display and analysis is a
very convenient function for carrying out diagnostics
that can be performed by an integrated system. Safety
and security functions can be easily and economical-
ly integrated, although some installations prefer sep-
arate systems due to potential litigation problems.
The use of peak electricity demand-reducing tech-
nologies, such as thermal storage and peak-shaving
involving the use of a standby generator, also can ben-
efit the control and monitoring capabilities of EMCSs.
In thermal storage (ice or chilled water for cooling),
the EMCS can schedule the charging of the system



during off-peak hours to optimize savings in both peak
demand and energy costs. Temperatures in the storage
system are monitored to minimize energy and demand
costs without adversely affecting plant operations or
products. Thermal storage, already an attractive option
for space cooling in commercial and industrial build-
ings and in several food industries (dairy, processed
meat, fish) and for space cooling, has become an even
more effective energy saver thanks to EMCSs. An
EMCS also can determine when the use of an existing
standby generator during periods of peak demand can
reduce costs, taking into account the load profile,
demand and energy costs, hour of the day, fuel costs,
etc. The standby generator also can be put on-line on
request from the utility in times of severe peak
demand or loss of generating capacity reserve margins.

EMCS FOR ENERGY SAVINGS

Typical savings in energy and peak demand are in
the range of 10 to 15 percent. These savings are
achieved by reducing waste (e.g., switching off or
reducing the lights and space conditioning in nonoc-
cupied spaces), by optimizing the operation of the
lighting (e.g., dimming the lights and integration
with natural lighting), and space conditioning (e.g.,
control of thermal storage).

THE EMCS FOR REAL-TIME PRICING

State-of-the-art systems with flexible software allow
for utility interface. These systems are all currently
capable of data monitoring and of responding to real-
time pricing, depending only on the software
installed on the user-interface computer and the
number of sensors the customer has installed for
end-use monitoring.

To reduce use of electricity when electricity costs
are highest, EMCS use a network of sensors to obtain
real-time data on building-operating and environ-
mental conditions. Some large electricity consumers
are connected with the utility through a phone line
for the communication of requests to reduce the peak
electricity load and for present and forecasted
demand. The building operator traditionally closes
the link, instructing the EMCS to respond to the util-
ity’s signals. However, this current manual load
shedding/shifting response to utility prices is too
labor-intensive and operationally inefficient for
large-scale implementation.

E NERGY MANAGEMENT CONTROL SYSTEMS

Energy management systems have been developed
that can control loads automatically in response to
real-time prices. Real-time prices are sent to the cus-
tomer, whose EMCS can modulate some of the loads
(e.g., air conditioning, ventilation, nonessential light-
ing). Thus peak demand can be reduced at times of
high electricity price, maintaining all essential servic-
es. An EMCS could be used to modulate HVAC load
by controlling temperature, humidity, volatile organ-
ic compounds (VOCs), and carbon dioxide levels
within a window of acceptance, the limits of which
may be adjusted as a function of the real-time prices.
In theory this strategy can save energy and substan-
tially decrease peak demand. The most attractive can-
didates for ventilation control performed by EMCSs
are: large commercial buildings with long thermal
time constants (or with thermal storage), buildings
with low pollutant emission from building materials,
buildings that house furnishings and consumer prod-
ucts, and buildings that require a large volume of
ventilation (or circulation) air per occupant.

THE EMCS FOR DATA MONITORING

Parallel to the increase in performance of microcom-
puters in the late twentieth century been an expo-
nential decrease in the price of semiconductors and
memory. This means that data-logging functions can
be added at a small extra cost, considerably increasing
the usefulness of a given EMCS.

Because monitoring and data-logging facilities add
to initial cost, some customers may be hesitant to
choose between a simple configuration without those
capabilities and a more complex model including
them. The benefits associated with monitoring often
outweigh the price premium, as they allow the user to:

* tune the performance of a system and check energy
savings;

¢ record the load profile of the different operations or
major pieces of equipment within the plant;

e find the potential for improvements;

¢ allocate energy charges to each operation or product
line;

* submeter clectricity end use, allowing more accurate
charging of costs to specific processes or divisions;

* check worn or faulty equipment (e.g., declining fan
pressure in an air-handling unit may mean a clogged
filter);

* check utility meter readings (potentially a particularly
useful feature in plants using power electronics con-
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EMCS-based monitoring of building and end uses. A utility computer can interface the customer EMCS and

obtain building and energy-use information.

trol devices, which can generate errors in convention-

al power meters).

Figure 2 shows a diagram of the layout of EMCS-
based end-use monitoring in which the data collect-
ed by the EMCS can be remotely monitored by the
utility or by the maintenance staff in the company’s
central office.

The load data can be disaggregated into main uses
by using suitable algorithms that take into considera-
tion sensor information, plant equipment, and plant
schedule. Figure 3 shows hourly electricity use of an
office building, broken down by major end uses. This
type of data analysis can be useful for monitoring
building performance and for identifying opportuni-
ties to save energy at peak demand.
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TRENDS IN THE EVOLUTION OF ENERGY
MANAGEMENT AND CONTROL SYSTEMS

Future trends for the evolution of EMCS are likely to
involve improvements in user interface, easier access,
better controls, and advances in integration, namely
including the following:

* better access to system information, with more
remote diagnosis and maintenance capabilities;

* casier installation and programming, with advanced
graphics user interface;

* smaller, more distributed controllers and unitary con-
trol for more advanced energy management opti-
mization;

* casier integration of products from different manu-
facturers, and continuing effort toward communica-
tion standardization;
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An example of disaggregated hourly end-use data obtained from whole-building load.

* less integration of fire and security functions.

One of the most significant EMCS trends is toward
better access to the information gathered by the
EMCS. The EMCS industry is developing smaller,
distributed units with increased programmability and
control capabilities. These smarter local units offer
increased system versatility and reliability and allow
smaller units to perform functions that would previ-
ously have required larger, more expensive systems.
Another trend in EMCS hardware development has
been the integration of sensors and controllers from
various manufacturers. The work performed toward
the development of a standard communications pro-
tocol (BACnet) is of the greatest importance in ensur-
ing communication compatibility between and
among equipment made by various manufacturers.

One system feature of particular relevance is
remote troubleshooting. For example, in case of an

alarm signal in the building, the user can trace back
through the system to find the cause of the alarm. In
fact, manufacturer representatives can perform much
of the routine troubleshooting over the phone.
Whenever an operator has a software problem, the
representatives can call up the system to correct pro-
gramming problems or help develop new applica-
tions. Both preventive maintenance (carried out at
programmed intervals of operation time) and predic-
tive maintenance management (carried out when the
plant sensors detect a deterioration in the equipment
performance) can be incorporated in powerful
EMCS, including databases containing details (even
images) of the spare parts required for maintenance.

The creation of graphics can be menu-driven,
often utilizing a building floor plan or system
schematic to display the collected data. The floor plan
is first drawn by the customer, and then variables,
such as current room temperature, are superimposed.
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Optical scanners also can allow easier graphics cre-
ation, and user-selected video frames can be incorpo-
rated into the software displays.

Voice communication capabilities, including voice
recognition and speech synthesis, are also being
increasingly used to provide a simpler user interface.
Thus, for example, verbal instructions can be given
for resetting set points (temperature, etc.), or to
request other actions from the system. Fire and secu-
rity monitoring is one EMCS feature, which may
require its own dedicated system, although this leads
to higher costs. This trend is conditioned by insur-
ance and liability issues.

Anibal T. de Almeida
Hashem Akbari

See also: Efficiency of Energy Use; Electric Power,
System Protection, Control, and Monitoring of;
Energy Economics; Industry and Business,
Productivity and Energy Efficiency in; Risk
Assessment and Management.
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ENGINES

An engine is a machine that converts energy into
force and motion. Possible sources of energy include
heat, chemical energy in a fuel, nuclear energy, and
solar radiation. The force and motion usually take the
form of output torque delivered to a rotating shatft.
(Torque is the twisting effort developed around a
center of rotation. In an engine it is conceptually
quantified by the product of the radius from the cen-
ter of the output shaft to a second point at which a
tangential force is applied, and the magnitude of that
applied tangential force.) In contrast, the output of a
jet or a rocket engine is simply the thrust force
derived from its high-velocity exhaust jet.

Most often the input energy to an engine is
derived through combustion of a fuel. The result is a
combustion engine. Combustion engines can be clas-
sified according to the nature of their combustion
and its initiation. Possible combinations are depicted
in Figure 1. First, combustion may occur either con-
tinuously or intermittently. Second, that combustion
may occur either external to the engine or internally,
within the engine.

In the continuous external-combustion engine, a
fuel is burned outside the confines of the machine
responsible for the conversion of energy into useful
work. The heat energy generated through combus-
tion is then transferred into a working medium that
undergoes a repetitive cycle of thermodynamic
processes. The portion of this engine that converts
the heat energy into work is appropriately termed a
heat engine because the input heat energy need not
necessarily come from combustion. The second law
of thermodynamics states that not all of the heat
energy transferred into the working medium of the
heat-engine cycle can be converted into output work.
The first law of thermodynamics states that the dif-
ference between the heat transferred into the engine
cycle and the work produced as a result of that cycle
must be rejected to the surroundings.

The steam engine used by utilities to generate
electricity is an example of a continuous external-
combustion engine. A fuel—usually coal, oil, or nat-
ural gas—is burned to generate heat. That heat is
transferred into the working medium of the engine
cycle—namely, water—through a heat exchanger
known as a boiler or a steam generator. The engine




cycle produces work in the form of torque on a rotat-
ing shaft, usually by means of a steam turbine. The
difference between the heat added to the cycle in the
steam generator and the net work produced by the
turbine is rejected to the environment in a condens-
er that returns the steam to water at its original pres-
sure and temperature for a repetition of the cycle.
Other examples of the continuous external-combus-
tion engine include the Stirling engine and the
closed-cycle gas turbine. In these engines the work-
ing medium remains in the gaseous phase through-
out the cycle and is often hydrogen, helium, or some
gas other than air.

Because the steam engine described is a heat
engine of the external-combustion type, the cycle
experienced by the working medium can be executed
without combustion. In some steam engines, for
example, the required input heat is supplied by a
nuclear reactor. Stirling engines have been operated
on radiant energy supplied by the sun.

The dominant continuous internal-combustion
engine is the gas turbine, which is used in both
torque-producing and thrust-producing applica-
tions. It involves continuous compression in an
aerodynamic compressor; continuous combustion
in a burner that in principle resembles a household
oil burner; and continuous work extraction in a tur-
bine that both drives the compressor and, in torque-
producing configurations of the engine, delivers
engine output. In applications where fuel economy
is of great importance, a heat exchanger may be
added that transfers heat from the turbine exhaust
gas to the burner inlet air to preheat the combustion
air. The torque-producing gas turbine is used for
electric power generation, ship propulsion, in mili-
tary tanks, and as an aircraft turboprop (propjet)
engine. In on-road automotive applications, the gas
turbine has never progressed beyond the demon-
stration stage because it has not been commercially
competitive with existing automotive piston
engines.

In thrust-producing gas turbines, the turbine
extracts only enough energy to drive the compressor
and engine accessories. The remaining available
energy is converted to a high-velocity exhaust jet that
provides a forward thrust. The aircraft turbojet and
its cousin the turbofan (fanjet) embody this concept.
The turbofan differs from the turbojet in that the tur-
bine also drives a low-pressure-rise compressor,
whose airflow bypasses the burner and the turbine
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and joins the turbine exhaust in the jetstream. This
results in the production of thrust by a jet that has a
higher flow rate but a lower velocity than the turbo-
jet. As a result, the turbofan ofters higher propulsion
efficiency at a lower aircraft speed than the turbojet.
The turbojet and turbofan have driven the large pis-
ton engine once used in passenger airliners and mili-
tary aircraft into obscurity.

Despite the existence in Figure 1 of an intermit-
tent external-combustion engine as a possibility, no
such engine is known to have been placed in service.
However, the intermittent internal-combustion
engine is another matter. It is applied to everything
from chain saws and lawn mowers to large trucks,
locomotives, and huge oceangoing vessels. The inter-
mittent internal-combustion engine can be further
subdivided as to the method used for initiating com-
bustion and the nature of the air-fuel charge that is
prepared for that ignition.

The most common internal-combustion engine
in use is the homogeneous-charge spark-ignition
(HCSI) engine. The ubiquitous reciprocating-pis-
ton gasoline engine serves as an example. In it, fuel
and air are premixed upstream of the cylinder or
cylinders with the objective of supplying to the
engine a homogeneous mixture of the two.
Combustion is initiated at the appropriate time in
the engine cylinder by discharging an electric spark
in the entrapped air-fuel mixture. The hot products
of combustion expand, generating useful work in
the form of force on the moving piston. That force
is transformed into torque on a rotating shaft by the
engine mechanism. The spent combustion products
are exhausted to the environment as heat energy and
replaced by a fresh air-fuel charge for repetition of
the engine cycle. The internal-combustion engine
operates on a repetitive mechanical cycle that con-
secutively repeats the events comprising it.
However, it does not follow a true thermodynamic
cycle, as is done in the heat engine, because the
working medium is never returned to its original
state. Instead, the working medium is exhausted
from the engine as products of combustion, to be
replaced by a fresh charge.

Although this description of the reciprocating-pis-
ton engine fits the vast majority of gasoline engines in
service, the same cycle of events can be executed in a
variety of other kinematic arrangements. One such
alternative approach is the rotary engine, which
avoids the oscillatory force production of the recipro-
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cating-piston. The best known rotary engine is the
Wankel engine. Just like the reciprocating-piston
engine, it consecutively effects an intake of fresh mix-
ture, combustion of that mixture, expansion of the
resulting hot gasses to produce output work, and
expulsion of the hot exhaust products to prepare for
repetition of the cycle. The varying cylinder volume
of the reciprocating-piston configuration is mim-
icked in three chambers, each enclosed by one flank
of a three-sided rotor and the inner wall of a special-
ly shaped stationary housing within which that rotor
turns.

In the stratified-charge spark-ignition engine,
homogeneous mixing of the air and fuel is avoided in
favor of creating a mixture in the region surrounding
the spark plug that is richer in fuel than the cylinder
average. One approach to charge stratification once
experiencing limited application in automobiles was
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the divided-chamber engine, in which a richer-than-
average mixture was inducted into a prechamber
connected to the main chamber above the piston by
a restrictive passageway. A spark plug in the
prechamber ignited the segregated rich mixture,
which then sent a jet of burning gas into the main
chamber to serve as a powerful ignition source for a
leaner-than-average mixture inducted into that
chamber.

The developing trend is to eliminate the precham-
ber and stratify the charge by injecting the fuel
directly into the cylinder. This approach, known by
several different names but adequately described as
the DISI  (Direct-Injection-Stratified-Charge)
engine, involves careful control of both injection
timing and in-cylinder air motion. Charge stratifica-
tion of this nature facilitates using a cylinder-average
air-fuel ratio that is higher (leaner) than could nor-



mally be expected to burn satisfactorily if the air and
fuel were mixed homogeneously. Burning such an
overall-lean mixture has the potential for better fuel
economy than the traditional homogeneous-charge
engine provides.

The compression-ignition stratified-charge engine
is commonly known as the diesel engine. It has also
been implemented both with and without a divided
chamber. In the divided-chamber, or indirect-injec-
tion (IDI) version, fuel is injected only into the
prechamber, where combustion begins. The direct-
injection (DI) configuration has no prechamber, with
tuel being injected directly into the volume above the
piston. In either case, the fresh charge of air is com-
pressed to a sufficiently high pressure and tempera-
ture that the injected fuel autoignites. Such
autoignition sites are generally found on the periph-
ery of the injector spray plume and eliminate the
need for a spark plug.

On the century-old time scale of the internal-
combustion engine, the homogeneous-charge com-
pression-ignition (HCCI) engine is a comparative
newcomer. It involves preparation of a homogeneous
charge upstream of the engine cylinder or cylinders.
That charge is then autoignited in the cylinder by
compression, as in the diesel, with combustion
beginning at many distributed ignition sites essential-
ly concurrently. If the mixture is too fuel-rich, com-
bustion occurs too quickly and generates excessive
noise. If the mixture is too fuel-lean, combustion
becomes incomplete and erratic. Typically, exhaust
gas is recirculated into the inlet mixture to help con-
trol combustion. Compression ignition of the homo-
geneous charge cannot be used over the complete
operating range of the engine. Currently a popular
subject of research study, the homogeneous-charge
compression-ignition concept has seen very limited
commercial application to date.

Charles A. Amann

See also: Aircraft; Combustion; Diesel Cycle Engines;
Gasoline Engines; Spacecraft Energy Systems;
Steam Engines; Stirling Engines; Thermodynam-
ics; Turbines, Gas; Turbines, Steam.
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ENVIRONMENTAL
ECONOMICS

In dealing with environmental questions, econo-
mists emphasize efficiency, social welfare, and the
need for cost accountability. A basic principle for
efficiency is that all costs be borne by the entity who
generates them in production or consumption. For
example, production and consumption of diesel fuel
will be socially inefficient if significant resulting
costs are shifted to others who happen to be down-
wind or downstream from the refinery that makes
the fuel or the truck that burns it. The benefits of
making and using the fuel should exceed the cost—
society at large—or else the process reduces total
social welfare.

Information is the key to such internalizing “exter-
nal costs.” If the generator of pollution damage is
known, along with the victim and the size of the
damage, then the polluter can be held accountable.
Historically, if wrongful damage is done, courts in
the United Kingdom, the United States, Canada, and
nations with similar legal systems have been willing
to force compensation by polluters or, when the
damage is great enough, to order cessation of the pol-
lution. Small damage is ignored. But if no one knows
whether the damage is serious, or who caused it, then
regulation may be instituted to cope with it
However, since the regulator may not know more
than courts could learn at trial, the results of regula-
tion vary from increasing efficiency to reducing it. An
analysis of the problems facing a regulator provides
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context for examining the key issues in environmen-
tal economics.

Cost accountability will be most prevalent when
property rights to land and resources are clearly
defined. Clear property rights make the owners of a
resource responsible, in most countries, for the way
that resource is used and for the harms it may cause
others. An owner’s right to the use of property does
not include the right to use it in ways that impose a
cost on others. In such cases, courts have historically
held owners of a polluting plant or business respon-
sible for harm they may cause other parties. Clear
property rights make owners face the cost of ineffi-
cient use of a resource and thus encourage owners to
ensure that their property or equipment is put to the
most highly valued use. Property rights provide what
economists consider the incentives to ensure that
resources are used efficiently (maximizing net value)
and in a way that constrains negative impacts on
other individuals.

When ownership rights are less well defined, or
not easily defended, the incentives for resource own-
ers to efficiently use resources in a safe, non—pollut-
ing way, are decreased or removed. Individuals are
less likely to take expensive, time-consuming action
to protect a resource that they do not own, and by
which they are not directly affected financially. For
instance, most landowners would be quick to take
action to prevent garbage generated by a local busi-
ness from piling up in their own backyard. However,
they would be less likely to take actions to prevent the
same business from polluting a nearby lake or river.
The reason is that any one individual has less direct,
or at least less obvious, interest in the lake or river,
than they do in their own property—and usually less
ability to affect the outcome.

This incentive problem is increased as the number
of polluters and the number of land owners increase
so that it is difficult to pinpoint specific incidents of
pollution and their effect on individuals. The case of
air pollution from cars and multiple factories is a clas-
sic example of this information problem. In a large
metropolitan area, there are millions of automobiles
and many factories that could contribute to air pollu-
tion. There are also millions of individuals who could
be harmed by that pollution. But it is generally diffi-
cult, if not impossible, for one individual to identify
a specific problem they have experienced due to air
pollution and then to pinpoint the source of that
problem. Such situations, where property rights are
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not well defined, as is the case with air, and where it
is difficult to identify a particular source of pollution,
often lead to calls for government regulations to pre-
vent a certain activity, or to reduce a certain activity
such as exhaust from automobiles, in an effort to pre-
vent harm to others.

Just as in the decision-making process of individ-
ual land owners, incentives are important in the gov-
ernment decision-making process. Economists have
identified a characteristic of the government deci-
sion-making process that can allow the concerns of
special interest groups can take precedence over the
interest of the general public. The principle of ration-
al voter ignorance states that since the cost of obtain-
ing information about political issues is high, and any
individual voter is likely to pay a small portion of the
cost as well as reap a small portion of the benefit of
any government action, individual voters are not like-
ly to take the time to become well informed on spe-
cific issues. In contrast, politically organized special
interest groups, such as firms in a polluting industry,
will pay a heavy price for any new regulations that
might be directed toward them. Therefore, they have
a financial incentive not only to be well informed on
the issues affecting them, but also to spend time and
money trying to influence the government to ensure
that they do not bear the cost of regulations.

With strong incentives for businesses and other
special interest groups, and weak incentives for indi-
vidual voters, it is not surprising that many environ-
mental regulations have often been less successful at
preventing harm than the more traditional property
rights-based approaches. Thus, while privately
owned lands and resources are generally healthy and
well preserved, many resources that are not owned,
such as air or many waterways, are polluted.

Many economists have therefore become disap-
pointed in the effectiveness of traditional regulatory
solutions to environmental problems. They look to
market incentives such as those provided by private
property rights, and market-like mechanism, where
polluters must bid for or trade for the right to release
potentially harmful emissions, as policy alternatives.

Richard L. Stroup
See also: Acid Rain; Air Pollution; Atmosphere.
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ENVIRONMENTAL
PROBLEMS AND
ENERGY USE

For millions of years humans existed in harmony with
nature. But the Industrial Revolution, and the explo-
ration and development of energy to fuel that revolu-
tion, began a period of ever-growing fossil fuel
combustion that resulted in greater water pollution,
air pollution, deforestation, and growing atmospheric
carbon dioxide concentrations. Nuclear energy,
which was supposed to be the solution to these prob-
lems associated with fossil fuel production and com-
bustion, turned out to present an equally great threat
to the environment in terms of safety and waste dis-
posal. Because almost no energy source is totally
benign, and all the major energy sources have
unwanted drawbacks, billions of dollars are being
spent each year on scientific research to find ways to
lessen the environmental impact of the sources in use,
to make the more benign sources more cost-compet-
itive, to improve the energy efticiency of technology,
and to determine if the high energy-consuming habits
of humans are putting the planet in peril by irre-
versibly and harmfully altering the atmosphere.

THE ENERGY-ENVIRONMENT LINK

Environmental protection and resource use have to
be considered in a comprehensive framework, and all
of the relevant economic and natural scientific
aspects have to be taken into consideration. The con-
cepts of “entropy” and “sustainability” are useful in
this regard. The entropy concept says that every sys-
tem will tend toward maximum disorder if left to
itself. In other words, in the absence of sound envi-
ronmental policy, Earth’s energy sources will be con-
verted to heat and pollutants that must be received by
Earth. The concept of sustainability has to do with
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the ability of a population to engage in economic
activity and energy development without creating
future irreversible problems for the environment and
therefore for the economy.

The energy issues associated with environmental
protection are complex ones involving trade-offs.
Energy is an integral aspect of civilization. People in
the industrialized nations use energy for heating,
cooling, lighting, cooking, entertainment, transporta-
tion, communication, and for a variety of other appli-
cations, including home security systems and fire
protection systems. Energy powered the Industrial
Revolution and is now necessary for the age of infor-
mation technology.

The developing world is rapidly exploiting energy
supplies so that they, too, can benefit from industrial
growth and economic development to enjoy the kind
of comforts and conveniences available in the highly
industrialized nations. Half of the new electric power
generation facilities to be installed in the first ten years
of the twenty-first century will be in China, largely
because it is one of the fastest-growing economies in
the developing world, and more than one-fifth of the
world’s population resides within its borders.

Some environmentalists believe that the root cause
of environmental problems associated with energy is
population growth: The more people there are, the
more the demand for energy, and the greater the
adverse environmental impact. Unfortunately, there
is no easy solution. Most people living in the develop-
ing world live in dire poverty. Developing nations try-
ing to solve the poverty problem have historically
pushed for economic growth, but over the last quar-
ter of the twentieth century more nations made
greater efforts to control population as well. It is wide-
ly believed that the sustainable solution to the energy
and environment problem requires an effort on both
fronts. In 1900 the world’s population totaled about
1.6 billion people. The total went over 5 billion by
1990, reached nearly 6 billion in 2000, and the United
Nations projects 9.35 billion by 2050. Virtually all of
the projected increase will come from the developing
world (from 4.75 billion to 8.20 billion).

As the world’s population increases, economic
affluence is also increasing in many regions. Affluence
usually means more business providing more goods
and services; more homes and business with more cli-
mate control; more use of appliances and electronic
technology in homes and businesses; and more miles
logged by more automobiles, trucks, trains, and air-
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planes. Despite impressive gains in energy efficiency,
the demand for energy has continued to grow
throughout the world. Total energy consumption,
including energy use in all sectors and non-energy
uses of fossil fuels, increased from 66 quadrillion Btus
in 1970 to more than 95 quadrillion Btus by 2000 in
the United States. Over the same period, total world
energy consumption had increased to more than 400
quadrillion Btus, from 207 quadrillion Btus in 1970.
In the United States, about 64 percent of the 95
quadrillion Btus was consumed directly in end uses,
and about 36 percent of the total was consumed for
electric power production.

The fear associated with the growing populations
and affluence in the developing world is that there
will be far more people demanding far more energy
to power technology. If economic growth and aftlu-
ence accelerate in the developing world and if its
population assumes the high energy use behavior of
the United States—where energy use per capita is ten
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to twenty times that of the developing world—envi-
ronmental problems will significantly worsen. For
example, China’s economy grew more than tenfold
from 1953 to 1989, and at the same time its energy
consumption grew 18-fold. Because China has vast
reserves of coal, which is by far the dirtiest-burning
tossil fuel and the one that emits the most carbon
dioxide, it is highly likely it will double the amount of
coal burned between 1998 and 2015 just to maintain
its present economic growth rate.

The greatest growth in energy consumption has
come in the form of electrical energy. From 1970 to
1990, the amount of electricity consumed worldwide
more than doubled. This increase in electrical energy
demand required a corresponding increase in generating
plants, substations, and transmission lines. However,
because of improvements in the efficiency of equip-
ment—for both new sites and upgrades—this has not
resulted in a doubling of either coal and natural gas pro-
duction, or of generating and distribution equipment.



The fuels being used today for electric power pro-
duction are coal, oil, natural gas, uranium (for
nuclear power), and various other materials, includ-
ing refuse-derived fuels. Most of the electric power
in the United States is produced using coal-fired gen-
erating plants. Coal met 52 percent of the total
requirements for electricity generation in 1997. In
the same year, nuclear power plants provided 18 per-
cent, natural-gas-fired power plants 14 percent, and
hydroelectric plants about 10 percent. Oil, or petro-
leum, makes a relatively small contribution, only
about 3 percent. In the future non-hydro renewable-
energy technologies, which accounted for less than 2
percent of the total in 1997, may make a larger con-
tribution if policies are implemented to curtail car-
bon emissions to combat global warming.

With the unprecedented levels of energy con-
sumption taking place in all sectors of the economy,
it begs the question of sustainability and the capacity
of Earth’s environment to withstand this consump-
tion. Most environmentalists feel that the heavy
reliance on fossil fuels, and the emissions from com-
bustion, are already beyond Earth’s sustainable capac-
ity. Others are more optimistic, believing that the
greater energy demands of humans can be fulfilled
with only a minimal negative impact on the environ-
ment, and that science and technology can solve all
the environmental problems associated with energy
production and consumption.

ENVIRONMENTAL ACTION

Public concern with controlling population growth,
managing economic growth, and ensuring that growth
does not adversely affect the environment has found a
voice through the many environmental groups that
have come into existence, such as the Sierra Club, the
Environmental Defense Fund, Friends of the Earth,
the Bullitt Foundation, the Wilderness Society, and
Greenpeace. Environmental advocacy organizations
collectively have an annual budget of more than $50
million, and push for greater spending for environ-
mental mitigation and cleanup efforts, which already
run into the billions of dollars annually. In 1997 the
Department of Energy (DOE) spent more than $6 bil-
lion, about one-third of its budget, for nuclear waste
management and clean up at federal facilities.

The first Earth Day, April 22, 1970, was support-
ed, directly or indirectly, by more than 20 million
Americans. It is often cited as the beginning of the
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In 1997 the Department of Energy spent about one-third of its
budget for nuclear waste management and clean up at federal
facilities. (Field Mark Publications)

environmental awareness movement in the United
States. However, prior to that day several individuals
spoke to the need for environmental protection.
Notable are the writings of Henry David Thoreau
and Rachel Carson and the public policies of
Presidents Theodore Roosevelt and Franklin D.
Roosevelt. At Walden Pond, Thoreau saw an
unspoiled and undeveloped forest as the means to
preserve wild animals. Rachel Carson’s book Silent
Spring described the dangers associated with using
DDT and other pesticides. Theodore Roosevelt and
Franklin D. Roosevelt expanded the national park
system to provide a habitat for wildlife and to prevent
the destruction of natural lands through develop-
ment and exploitation.

During the last third of the twentieth century, many
federal legislative proposals have addressed environ-
mental protection and resource conservation that has
had a profound impact on the energy industry. At the
federal level, environmental regulations have been
managed by the U.S. Environmental Protection
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Agency (EPA), which was established in 1970, the
same year the first Clean Air Act was passed into law.
In 1972 the Clean Water Act became law, and in 1973
the Endangered Species Act became law. Other
important federal environmental legislation includes
the Resource Conservation and Recovery Act, passed
in 1976; the Response, Compensation, and Liability
Act of 1980; the Nuclear Waste Policy Acts of 1982
and 1987; and the Low-Level Radioactive Waste Policy
Acts of 1980 and 1985. From 1980 to 2000 these envi-
ronmental regulations, and the enforcement eftorts of
the EPA, have had a much greater impact on decisions
made in the energy industry than all the policy initia-
tives implemented by the DOE.

Some of the environmental issues associated with
energy production and utilization that are being
given the most attention by maker of public policy
and by environmental groups include clean air, glob-
al climate change, nuclear power, electric and mag-
netic fields, oil spills, and energy efficiency.

Clean Air

Public concerns about air quality led to the passage
of the Clean Air Act in 1970 to amendments to that
act in 1977 and 1990. The 1990 amendments con-
tained seven separate titles covering different regula-
tory programs and include requirements to install
more advanced pollution control equipment and
make other changes in industrial operations to reduce
emissions of air pollutants. The 1990 amendments
address sulfur dioxide emissions and acid rain depo-
sition, nitrous oxide emissions, ground-level ozone,
carbon monoxide emissions, particulate emissions,
tail pipe emissions, evaporative emissions, reformu-
lated gasoline, clean-fueled vehicles and fleets, haz-
ardous air pollutants, solid waste incineration, and
accidental chemical releases.

Energy use is responsible for about 95 percent of
NO, (precursor of smog—i.e., urban ozone) and 95
percent of SO, (acid rain). The choice for the energy
industry was to switch to “cleaner” energy sources, or
to develop the technology that will make using the
“dirtier” energy sources less harmful to the environ-
ment. For utilities making electricity generation deci-
sions, this meant going with natural gas instead of coal
for new generation, switching from high-sulfur east-
ern U.S. coal to low-sulfur western U.S. coal, and
installing flue gas desulfurization equipment to com-
ply with the sulfur dioxide provisions of the Clean Air
Act amendments of 1990. In the transportation indus-
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try, most of the dramatic reductions in vehicle emis-
sions have come about from advances in engine tech-
nology, not from improvements in fuels.

Global Climate Change

There is growing concern that certain human
activities will alter the Earth’s climate. The global cli-
mate change issue is perhaps better termed “the
greenhouse issue” because the concern is that certain
“greenhouse gases,” including carbon dioxide, CFCs,
HFCs, PFCs, SF6, nitrous oxide, and methane will
accumulate in Earth’s upper atmosphere and cause a
heating effect similar to that in a greenhouse.

The global climate change issue is of particular
concern to those in the energy field because energy
production and consumption involve combustion,
which has been a major factor in increasing atmos-
pheric carbon dioxide concentrations since the
beginning of the Industrial Revolution. Energy use in
the United States is responsible for about 98 percent
of human-generated carbon dioxide emission.

Concerns about global climate change have led to
extensive research and high-level international
debates about the need for targets and timetables to
reduce carbon dioxide emissions. Some policymakers
believe that current uncertainties in how to approach
the issue do not justify an all-out effort to reduce car-
bon dioxide emission, while others feel that this is a
crisis needing immediate attention.

There are many uncertainties about global climate
change, the workings of global greenhouse gas
sources and sinks, and techniques to reduce or
sequester emissions. It has been established that the
CFCs used for airconditioning have higher global
warming potential than carbon dioxide. CFC-reduc-
tion methods have been implemented. Research is
under way to better understand how agriculture and
forestry produce and absorb gases such as carbon
dioxide, nitrous oxide, and methane. Methane is pro-
duced by rice cultivation, animal waste, and biomass
burning. Nitrous oxide is produced from cultivation,
fossil fuel/biomass burning, and fertilizer use.

The Intergovernmental Panel on Climate Change
predicted in 1993 that a doubling of carbon dioxide
concentrations by 2100 will occur under a “business
as usual” scenario. However, technologies now exist
where greenhouse gas growth rate can be reduced.
The electric utility industry advocates an evolution
toward highly efficient electrotechnologies, with



more of the electricity produced by natural gas, as a
way to mitigate carbon dioxide emissions.

Transportation

The transportation sector is a major polluter of the
environment. In 1994 there were 156.8 million non-
commercial vehicles on the road, averaging 19.8 miles
per gallon, traveling an average of 11,400 miles, and
burning an average of 578 gallons of fuel annually per
vehicle. The trend has been one of more vehicles more
miles driven, and more roads demanded by drivers.

Transportation accounts for about one-fourth of
the primary energy consumption in the United States.
And unlike other sectors of the economy that can eas-
ily switch to cleaner natural gas or electricity, auto-
mobiles, trucks, nonroad vehicles, and buses are
powered by internal-combustion engines burning
petroleum products that produce carbon dioxide, car-
bon monoxide, nitrogen oxides, and hydrocarbons.
Eftorts are under way to accelerate the introduction of
electric, fuel-cell, and hybrid (electric and fuel) vehi-
cles to replace some of these vehicles in both the retail
marketplace and in commercial, government, public
transit, and private fleets. These vehicles dramatically
reduce harmful pollutants and reduce carbon dioxide
emissions by as much as 50 percent or more com-
pared to gasoline-powered vehicles.

Technology is making possible more fuel-efficient
and cleaner-running automobiles, but it cannot do
anything to reduce the number of automobiles or the
ever-increasing number of highways. As long as the
law requires that all the revenue from the federal fuel
tax be used to build and maintain highways, the
number of miles of highway in the United States will
continue to increase at an explosive rate. The amount
of road-building that has taken place in America since
the early 1950s have produced an environment well
suited for the automobile but not for plants, wildlife,
or even people. In fact, physicist Albert Bartlett
showed that the number of miles of highway will
approach infinity under extended projections.

Besides all the gaseous and liquid wastes of trans-
portation that result from energy use, and the loss of
natural environment to roadways, there is also the
solid-waste problem of disposal—vehicles and com-
ponents such as tires and batteries. Responding to the
growing disposal problem, many manufacturers are
building automobiles that contain far more recyclable
parts.
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Water Pollution

The major energy-related sources of water pollu-
tion are from thermal pollution, surface water pollu-
tion from oil spills, polychlorinated biphenyls, and
groundwater contamination.

Thermal Pollution.  Thermal pollution occurs as
a result of hot-water emissions from electric power
plants. High-temperature steam, which causes the
turbine blades to rotate, passes by the blades, cools
and condenses to liquid water. This condensation
liberates energy that must be removed by circulating
water in pipes in contact with the condenser. Each
second the water must remove more than a billion
joules of heat. When this heated water is discharged
into a body of water, it can alter aquatic life in two
ways: Significantly warmer water retains less oxygen,
making it more difficult for many species to survive,
and warmer water favors different species than cool-
er water. The altered ecosystem may harm all species;
attract less desirable organisms; or could even
improve survivability of the most desirable organ-
isms, especially during the winter months.

Oil Spills.  Oil spills occur from oil pipeline leaks,
oil tanker accidents, or submarine oil drilling opera-
tions. The two major ocean drilling accidents—oil
wells blowing out—were the 1969 Santa Barbara
Channel spill and the 1979 Yucatan Peninsula spill, in
Mexico. The Yucatan spill spewed out more than three
million barrels before being capped in 1980. Both
caused damage to beaches and marine life, but the
smaller Santa Barbara spill was far more devastating
because of unfavorable winds following the accident.

The largest oil spill in U.S. history occurred in
March 1989, when the tanker Exxon Valdez ran
aground in the Prince William Sound inlet in the
Gulf of Alaska, spilling 11 million gallons (42 million
liters) of crude oil. The resulting slick covered more
than 1,000 miles (1,600 kilometers) of the Alaska
coastline and caused an estimated $3 billion to $15
billion in environmental damages. The spill killed
hundreds of thousands of fish and seabirds and thou-
sands of otters. The tanker’s captain, Joseph ]J.
Hazelwood, had reportedly been drinking before the
accident and had turned control of the ship over to
the third mate. The state of Alaska in March 1989
brought a criminal indictment against Hazelwood for
his role in the disaster, but in March 1990 he was
acquitted of the most serious criminal charges against
him. Prosecutors were unable to convince jurors that
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Figure 1.

Although the pipeline from the North Slope to the port of Valdez was the route chosen and completed in
1977, the scientific community preferred the trans-Alaska-Canada route; its use would have prevented the

Exxon Valdez tanker accident of 1989.

Hazelwood was legally drunk at the time of the acci-
dent. In September 1994, a federal court jury ordered
Exxon Corp. to pay $5 billion in punitive damages to
Alaskan fishermen, local residents, and property
owners. The fine was reported to be the highest
punitive award ever levied against a corporation and
also the largest ever in an environmental pollution
case. Since the Exxon Valdez spill, a number of safe-
guards have been instituted to help prevent future oil
spills, such as the mandating of double-walled
tankers and better pipelines.

Some environmentalists anticipated a major acci-
dent like that of the Exxon Valdez. When planning
for the Trans-Alaska Pipeline took place during the
energy crisis of the early 1970s, it was controversial
because of the conflicts of balancing the needs of oil
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resource development and the known and predicted
environmental problems. The tremendous political
pressure to quickly deliver new oil supplies for
national security reasons hastened a decision. Many
teel that the Prudhoe Bay to Valdez Trans-Alaska
Pipeline was chosen because it meant the most rapid
resource development. An alternative trans-Alaska-
Canada route—which would have avoided the
marine environment tanker risk and earthquake zone
pipeline risk—was favored by environmentalists, but
was rejected during the political process (see Figure
1). It would have taken longer to construct, yet this
route would have made it possible to include an oil
and gas pipeline in one corridor.

Polychlorinated ~ Biphenyls. Polychlorinated
biphenyls (PCBs) are carcinogenic and adversely



affect the liver, nervous system, blood, and immune
response system. Moreover, PCBs persist a long
time in the natural environment and become con-
centrated in the higher parts of the food chain. A
major source of PCBs occurred during the produc-
tion of electrical capacitors and transformers. It is
believed that the Hudson River has more than
295,000 kilograms of PCBs that were discharged
into the river by General Electric from 1950 to 1977.
The controversy is whether to spend millions
removing and treating the river sediment, or to allow
the river to clean itself by the natural process of sed-
iment transport to the ocean. Removal and treat-
ment, has been advocated by the EPA but has not yet
been initiated.

Groundwater. The major threat to groundwater
is from leaking underground fuel storage tanks. It is
unknown how many underground storage tanks
leak, how much gets into the groundwater, and
what impact the leaks have on human health. The
primary worry is not with the fuels themselves but
with the “cleaner burning” additive methyl-t-butyl
ether (MTBE). Ironically, MTBE, whose use the
EPA mandated in 1990 as a way to improve air qual-
ity by lowering harmful emissions from vehicles,
may turn out to be the most serious threat ever to
drinking water. It is a suspected carcinogen, it
migrates quickly into groundwater, and there is no
known way to treat groundwater that is polluted
with MTBE. The federal government was looking
at banning MTBE as of 2000, but because of its
prevalent use during the 1990s and the extent of
underground fuel tank leakage, MTBE in ground-
water will be an environmental problem for years to
come. There is also a problem in finding a gasoline
additive substitute for MTBE. The leading replace-
ment contender, ethanol, has a lower octane rating
(106 compared to 116 for MTBE) and is consider-
ably more expensive.

Nuclear Power

Public opposition to commercial nuclear power
plants began with the misperception that the plants
could explode like nuclear weapons. The nuclear
industry made progress in dispelling this mispercep-
tion, but suffered major setbacks when an accident
occurred at the Three-Mile Island nuclear power
plant in Pennsylvania and at the Chernobyl nuclear
power plant in the USSR.

March 28, 1979, an accident at Three-Mile Island
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resulted in a small release of radiation when a pres-
sure relief valve became stuck open. According to a
report by the U.S. Nuclear Regulatory Commission
(NRC), the dose of radiation received by the people
in the immediate area of Three-Mile Island was
much less than the radiation dose that the average
member of the U.S. population receives annually
from naturally occurring radiation, medical use of
radiation, and consumer products. In subsequent
years law suits have been filed by plaintiffs contend-
ing that high radiation exposure levels at Three-Mile
Island caused them to develop cancer, but the courts
have ruled that the plaintiffs failed to present any evi-
dence that they were exposed to enough radiation to
cause their cancers.

A much more serious nuclear accident occurred at
Chernobyl in the USSR on April 26, 1986, when one
of the Chernobyl units experienced a full-core melt-
down. The Chernobyl accident has been called the
worse disaster of the industrial age. An area compris-
ing more than 60,000 square miles in the Ukraine
and Belarus was contaminated, and more than
160,000 people were evacuated. However, wind and
water have spread the contamination, and many radi-
ation-related illnesses, birth defects, and miscarriages
have been attributed to the Chernobyl disaster.

The fear of accidents like Chernobyl, and the high
cost of nuclear waste disposal, halted nuclear power
plant construction in the United States in the 1980s,
and in most of the rest of the world by the 1990s.
Because nuclear fusion does not present the waste
disposal problem of fission reactors, there is hope
that fusion will be the primary energy source late in
the twenty-first century as the supplies of natural gas
and petroleum dwindle.

Electric and Magnetic Fields

Questions are being raised about the possible
health eftects of electric and magnetic fields from
electric power transmission, distribution, and end-use
devices. Electric and magnetic fields exist in homes, in
workplaces and near power lines. Electric fields exist
whenever equipment is plugged in, but magnetic
fields exist only when equipment is turned on. Both
electric and magnetic fields become weaker with dis-
tance from their source. Science has been unable to
prove that electric and magnetic fields cause adverse
health effects, but further investigation is under way.
Research is focusing on the possible association
between magnetic field exposure and certain types of
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childhood cancer. While laboratory experiments have
shown that magnetic fields can cause changes in living
cells, it is unclear whether these experiments suggest
any risk to human health.

Energy Efficiency and Renewable Energy

Energy efficiency and renewable energy are being
promoted as sustainable solutions to the world’s
energy needs. Through energy efficiency less energy
is used, generally resulting in reduced demands on
natural resources and less pollution. And if less ener-
gy is being consumed, a far greater fraction can come
from renewable sources.

Some energy efficiency strategies include moving
toward more fuel-efficient cars, electricity-stingy
appliances, and “tighter” homes with better win-
dows to reduce heating and air conditioning
requirements. Because of dramatic improvements in
the energy efficiency of appliances, particularly
refrigerators, far fewer coal-fired power plants need-
ed to be built in the 1980s and 1990s. However, the
price of energy is relatively low in the United States,
so businesses and citizens do not feel an urgency to
conserve energy and purchase only energy-efficient
products. In Japan and Europe, where citizens pay
two to three times as much as Americans for gaso-
line and electricity, energy consumption per capita is
half what it is in the United States. Many environ-
mentalists feel the U.S. government needs to insti-
tute a carbon tax, mandate that manufacturers
provide more energy-efficient appliances, and devel-
op other incentives to encourage purchase of ener-
gy-efficient products.

During the 1970s and early 1980s, many in the
environmental movement suggested a low-energy
or soft-path-technology future, one that would
involve greater conservation, increased efficiency,
cogeneration, and more use of decentralized, renew-
able energy sources. Moreover, the claim was that
this could be done without a reduction in the quali-
ty of life if future development included more ener-
gy-efficient settlement patterns that maximized
accessibility of services and minimized transporta-
tion needs, if agricultural practices involved less
energy in the production of food and emphasized
locally grown and consumed foods, and if industry
followed guidelines to promote conservation and
minimize production of consumer waste. By 2000,
many of these gains in energy efficiency were real-
ized—energy is being used far more efficiently than
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ever before—yet the ever-growing U.S. population
and new uses of technologies necessitated more fos-
sil fuel energy production, which made low-energy-
future scenarios in the United States impossible (see
Figure 2). Nevertheless, if not for energy efficiency
improvements, many more electricity generating
facilities would have been built.

THE ENERGY ENVIRONMENT FUTURE

Since the 1970s, technological advances have solved
many environmental problems associated with energy
production and consumption, and proven that more
energy consumption does not necessarily mean
more pollution. The fossil fuel industries are pro-
ducing and distributing more energy less expensive-
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Figure 2.

A low-energy-future scenario envisioned in the late
1970s. By 2000, the energy being consumed from
petroleum, natural gas, coal, and nuclear power
were all on the rise, and renewable energy sup-
plied a smaller fraction of total energy.

SOURCE: Steinhart et. al, 1978.



ly than ever before while creating less of an impact
on the environment; the electricity-producing
industry is generating more electricity with less fos-
sil fuel and less harmful pollutants; and the auto-
mobile industry’s best 2000 model year cars produce
one-twentieth the harmful emissions of 1975 auto-
mobile models and at the same time offer far better
performance and fuel economy. Certainly there are
still major environmental problems. Nuclear waste
is piling up, awaiting political decisions for its long-
term storage. Underground fuel tanks, whose num-
bers are in the hundreds of thousands, are prone to
leaks and migration into the drinking water supply.
Deforestation continues in many parts of the world
where people desire the wood for fuel and the land
clear-cut for agriculture.

Hopefully, as the ongoing energy and environ-
ment debate continues, policymakers will choose a
middle ground between the proposals of a few
extreme environmentalists who would greatly cut
back on energy development, and the proposals of a
few of those in the energy industries who would
unnecessarily exploit the environment to increase
energy supplies. Reasonable strategies can ensure
that there is sufficient energy for economic devel-
opment to continue, but with minimal adverse
environmental effects.

Fred I. Denny

See also: Acid Rain; Air Pollution; Atmosphere;
Carson, Rachel; Climatic Effects; Disasters;
Environmental Economics; Fossil Fuels; Gasoline
and Additives; Gasoline Engines; Government and
the Energy Marketplace; Nuclear Fission; Nuclear
Fusion; Nuclear Waste.
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ERICSSON, JOHN
(1803-1889)

John Ericsson, born at Langbanshyttan, in the
province of Varmland, Sweden, on July 31, 1803,
was the youngest of three children of a mine owner.
Ericsson acquired his skills as a mechanical drafts-
man at the age of thirteen, working on the construc-
tion of the Gota Canal. Against all advice Ericsson
left the canal company to embark on a military
career in 1820. At an carly age Ericsson had experi-
mented with mechanics and continued to do so
when in the military, constructing what he termed a
“flame engine” to challenge the steam engine. This
engine worked by internal combustion, and the suc-
cess of a small model prompted Ericsson to travel to
England in 1826 to demonstrate and patent his
invention.

Although the engine was not a success, Ericsson’s
trip to London allowed him to meet John Braithwaite,
a machine manufacturer, who had the expertise to put
Ericsson’s ideas into practice. In 1828 Ericsson, with
Braithwaite, patented the principle of artificial draft in
steam boilers. The principle of forced draft was
applied to a fire engine and a locomotive entered for
the Rainhill locomotive trials of 1829.

Ericsson continued his search for a substitute for
steam, and in 1833 patented his caloric engine. Fitted
with what Ericsson termed a regenerator, this engine
allowed heat to be re-used resulting in savings in fuel.
These savings, Ericsson believed, made the engine
suitable for marine use. The tubular heat exchanger
was an invention of Robert Stirling, but Ericsson was
not always inclined to admit priority or give credit to
those whose ideas he put into practical form.
Ericsson unsuccessfully opposed Stirling’s second
patent application in 1827. Ericsson demonstrated a
five horsepower engine, generating much fierce
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Undated illustration of John Ericsson'’s solar engine. (Corbis Corporation)

debate and being dismissed by many as an unwork-
able attempt at perpetual motion.

Ericsson lived an expensive lifestyle. The costs of
his experiments plunged him into debt, confined him
twice to a debtors’ prison, and eventually led to his
declaration of bankruptcy in 1835. In 1836 Ericsson
patented a rotary propeller for ships. With the finan-
cial backing of the U.S. Consul in Liverpool,
Ericsson built in 1837 a 45-foot boat that successful-
ly demonstrated the superiority of screw over paddle-
wheel, and gained him orders for two iron ships from
the United States. Although Ericsson built another
caloric engine in 1838, he failed to convince the
British establishment of the benefits of either his pro-
peller or engine. He was persuaded to travel to New
York the following year, never to return to England
or Sweden.

Once in New York, Ericsson met with Harry
DeLameter of the DeLameter Iron Works and imme-
diately sought out backers for his inventions. Work
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on the caloric engine with a wire gauze regenerator
continued. Surprisingly, Ericsson adopted an open
cycle, although in his patent he had stated the bene-
fits of using air under pressure. Such was Ericsson’s
faith in his engine that by 1852 he had raised suffi-
cient capital to build a caloric-powered ship to chal-
lenge the dominance of the marine steam engine.
The 250-foot ship, built of wood, was fitted with sails
and paddlewheels, although Ericsson had successtul-
ly applied his propeller to the U.S. warship
Princeton. The trial voyage of the caloric-ship in
January 1853 was a stage-managed affair in which
Ericsson avoided giving precise details of the ship’s
machinery.

A subsequent trip was made to Washington, a
round trip of some five hundred miles.
Unfortunately, the ship sank in April in freak weath-
er conditions and, although successfully salvaged, her
engines were replaced with steam engines. Ericsson’s
detractors claimed the ship was underpowered and



the giant fourteen-foot diameter pistons impractical.
By adopting an open cycle, Ericsson was unable to
prove convincingly that his giant caloric engines fit-
ted with regenerators could successtully overthrow
the marine steam engine. Ericsson was to subse-
quently destroy all details and drawings of the ship’s
engines. The concept that “caloric” was a fluid that
could be used over and over was not sustained in the
eyes of Ericsson’s critics.

The failure of the caloric ship and the financial
losses incurred by his backers did not diminish
Ericsson’s enthusiasm for the air engine. The sta-
tionary steam engine had weaknesses: It required
skilled operators and incurred heavy insurance costs.
Ericsson again successfully raised funds to develop a
small open-cycle stationary caloric engine with only
a rudimentary regenerator. For Ericsson and his
backers it was a financial success. Marketed as requir-
ing no water, it could be operated by unskilled labor
and, perhaps most important of all, would not
explode.

During the American Civil War, Ericsson
designed a steam-driven iron-clad ship, a concept
initially rejected by the Navy Board as being too
novel. The Monitor, built through the intervention
of President Lincoln, but at Ericsson’s expense,
brought to a sudden end the era of wooden war-
ships.

Ericsson devoted much time to the study of tidal
action, although schemes for tidal power were aban-
doned, as he later commented as “not being able to
compete with the vast energy stored in lumps of coal.
But the time will come when such lumps will be as
scarce as diamonds.” A life-long interest in solar
power proved more fruitful. Ericsson experimented
with both condensing steam engines and his caloric
engine, using silvered glass reflectors. Ericsson built
in 1873 a closed-cycle solar motor along the lines of
Stirling’s engine, developed with a view of irrigating
the parched lands of western states; however, little
interest was shown in the sun-motor by the agricul-
tural community. Ericsson patented the design in
1880 as a stationary engine that could be heated by
liquid, gas, or solid fuels. It was sold in large num-
bers.

Shortly after joining the army, Ericsson met and
later became betrothed to Carolina Lillieskold, the
daughter of an army captain. From this relationship,
Ericsson’s only child, a son Hjalmer, was born in
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1824; however, Captain Lillieskold’s hostility pre-
vented a marriage. Ericsson left Sweden two years
later without knowing he had fathered a son. It was
Ericsson’s brother Nils who eventually learned of
the birth and arranged for the child to be raised by
their mother, although for nearly fifty years
Ericsson had no contact with his son. In London, in
1836, Ericsson married Amelia Byam, fourteen
years his junior. Amelia joined her husband in New
York but found him absorbed in his work. The mar-
riage was not a happy one, and Amelia returned to
England. Ericsson continued to support her finan-
cially until her death in 1867, but they never met
again.

For all Ericsson’s years in America, he rarely trav-
elled outside of New York. Because of failing health
he withdrew from public life, but resolved to die in
harness and continued inventing. John Ericsson
passed away, in seclusion, on the morning of March
8, 1889.

Congress, which had had an uneasy relationship
with the living Ericsson, and unable to decide how to
honor the inventor of the Monitor, acquiesced to a
suggestion from the Swedish government that
Ericsson’s body be returned to Sweden. In 1926
Ericsson was finally honored with a statue unveiled
in Washington, D.C. by President Calvin Coolidge
and Gustaf Adolf, Crown Prince of Sweden.

Robert Sier

See also: Stirling, Robert.
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ETHICAL AND MORAL
ASPECTS OF
ENERGY USE

The production and use of energy gives rise to a wide
range of ethical and moral issues. Worldwide there
are four general energy options available, each of
which can raise significant ethical questions. We can
continue to rely primarily on fossil fuels, presently
estimated to account for more than 80 percent of
worldwide energy use. Second, we could shift to
greater reliance on nuclear energy. Third, we could
develop alternative energy sources such as wind,
solar, and geothermal power. A fourth alternative
would focus on conservation and energy efficiency
and seck to decrease the overall demand for energy.
Continuing dependence on fossil fuels raises sev-
eral major ethical issues. Ethical questions concern-
ing our responsibilities to future generations are
raised by the fact that fossil fuels are a nonrenewable
energy source, so that every barrel of oil or ton of coal
burned today is forever lost to future generations.
Further, the by-products of fossil fuel combustion
pose hazards to both present and future generations.
Nuclear energy also faces major ethical challenges.
Nuclear power generates toxic wastes that remain
hazardous for thousands of generations. Even assum-
ing that the operation of nuclear power plants can be
made safe, disposal of nuclear wastes can jeopardize
the health and safety of countless future people.
Further, the proliferation of nuclear technology that
is necessary for generating nuclear energy also raises
ethical concerns of international peace and security.
Energy sources such as solar, wind, and geothermal
power are often proposed as renewable and non-pol-
luting alternatives to fossil and nuclear fuels. But here,
too, ethical challenges must be faced. Over the short
term, alternative energy sources will likely be more
expensive relative to fossil and nuclear fuels. Such
price differentials mean that safer and cleaner energy
sources will more likely be available to wealthy coun-
tries and individuals while the poor will continue
relying on more dangerous and polluting energy
sources. As a result, questions need to be raised con-
cerning equality and fairness in the distribution of
alternative energy sources. Further, development of
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these alternative technologies may require govern-
ment subsidies and incentives, which can raise addi-
tional questions of freedom, fairness, and equality.

Finally, conservation and energy efficiency also
raise cthical challenges. A significant decrease in
energy consumption is possible in only two ways: we
significantly decrease demand or we significantly
decrease the population of people demanding energy.
Either option raises major questions concerning val-
ues such as individual freedom of choice, property
rights, fairness, and equal opportunity, as well as eth-
ical issues regarding population policy, standards of
living, and quality of life.

INDIVIDUAL CHOICE AND ENERGY POLICY

We can begin to focus on the specific value issues
involved in energy by reflecting on the nature of
ethics itself. At the start of a dialogue on ethics,
Socrates once said that “we are dealing with no small
thing but with how we ought to live.” There is no
more fundamental ethical question than this: How
ought we to live? But as Socrates understood, this
question can be interpreted in two ways. “We” can
mean each one of us individually, or it may mean all
of us collectively. Taken in the first sense, ethics is
concerned with how I should live my life, with the
choices I ought to make, with the type of person I
should be. We can refer to this sense of ethics as
morality. Taken in the second sense, this question
refers to how we ought to live together in society.
Ethics in this sense raises questions of public policy,
law, institutions, social justice. To distinguish this
sense of ethics from morality, we can refer to these as
questions of social ethics.

Although important questions of individual
morality can be involved with energy issues, the pro-
duction and use of energy primarily raises questions
of social ethics and public policy. This emphasis can
be explained simply by the magnitude of energy
issues. Such questions as resource conservation,
global warming, nuclear waste disposal, and pollution
will not be resolved through individual action alone.
However, before turning to the public policy per-
spective, it will be helpful to consider some aspects of
individual energy choices.

Some would argue that energy policy ought to be
left to individual choice. In such a situation, some
individuals may choose a frugal and conservative



lifestyle that demands relatively little energy resources.
One thinks here of the common environmental adage
“live simply so that others may simply live.” Other
individuals may choose a more energy-intensive
lifestyle. Either way, one could argue that the choice
ought to be left to the moral values of individuals.

This option is favored by those who defend eco-
nomic markets as the most ethically appropriate
approach to public policy. This view argues that indi-
vidual consumers, relying on their own preferences,
should be free to choose from a variety of energy
options. The working of a competitive market would
then guarantee the optimal distribution of both the
benefits and burdens of energy production.
Consumers who value safe and clean energy sources
would be free to choose wind or solar power and,
presumably, would be willing to pay more for these
benefits. Assuming a social system in which govern-
ment subsidies were eliminated and external costs
such as pollution were fully internalized, this eco-
nomic arrangement would most efficiently satisty the
greatest number of individual desires while also
respecting individual freedom of choice.

Defenders of this approach could point to the
deregulation of the electric utility industry within the
United States during the late 1990s as an example. As
the industry becomes deregulated, a number of new
firms stepped into the market to offer consumers a
wider range of energy choices. In many areas, con-
sumers who are willing to pay higher prices are able
to purchase energy generated from environmentally
friendly, “green” sources.

There are major problems with this individualistic
approach to energy policy, however. The ideal mar-
ket of economic theory exists nowhere in reality.
Further, even market defenders acknowledge cases in
which markets fail. Significantly, some paradigmatic
examples of market failure, such as the externality of
pollution and monopolistic control of production,
are associated with the production of energy. More
importantly, perhaps, crucial ethical questions can be
missed if we only consider the perspective of individ-
ual values and choice.

Consider how a single individual might deliberate
about the consumption of fossil fuels. Burning fossil
tuels increases the amount of greenhouse gases
released into the atmosphere and strong evidence
suggests that this can lead to global warming. Given
this scenario, does morality require that individuals
refrain from driving automobiles?
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To answer this question an individual might well
weigh the benefits of driving a private car against the
costs of increased greenhouse gas emissions. An aver-
age car might burn between two and three gallons of
gasoline each hour. Given that an average driver
might drive only a few hours each day, the amount of
fuel burned in this activity will make little difference
in the amount of atmospheric carbon dioxide.
Weighed against the convenience and freedom of
driving one’s own car and the market-established
price of gasoline, it may well be reasonable for an
individual to decide that there is no significant moral
issue involved in driving.

However, if we extend this line of reasoning across
a large population, a decision that seems minor to an
individual can turn out to have enormous social
implications. If millions of people make the same
seemingly reasonable decision and burn millions of
gallons of gasoline each day, the atmospheric conse-
quences are significant. We are here faced with ethi-
cal and policy questions that would never arise from
an individual’s point of view. For example, we might
consider increasing taxes on gasoline, requiring auto-
mobile manufacturers to improve mileage efficiency,
subsidizing mass transit, providing tax incentives for
alternative fuel transportation, or even prohibiting
private automobiles in urban areas. The crucial point
is that none of these questions would ever arise from
the perspective of an individual facing a single choice.
Recognizing that these are important ethical ques-
tions that deserve consideration, we recognize the
need for treating public policy questions as distinct
from individual moral questions.

A second inadequacy of the individualistic
approach is that it can underestimate the influence
which social practices have upon individual choice.
As individuals, we pursue goals based on our interests
and desires. But a complete ethical analysis should
include an examination of the source of those inter-
ests and desires.

If we take consumer demand as a given, then the
major task for energy policy is to produce enough
energy to satisfy that demand. Alternative policies
will then be judged in terms of how well they accom-
plish that task. But when we recognize that the
demand for an energy-intensive lifestyle is a product
of social and cultural factors, and that these factors
themselves can be influenced by public policy, then
we see the need to ask questions that might ordinar-
ily be ignored by individuals.
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For example, should we pursue policies that
would discourage energy use and encourage conser-
vation? Are all uses of energy equally valid on ethical
grounds? Should energy producers be discouraged
from advertising, or should they be required to pro-
mote conservation? Should poor, less-developed
countries receive subsidized energy resources from
the developed, industrialized countries? Again, these
are questions that are raised only from a public poli-
cy perspective. Clearly, an adequate ethics of energy
must move beyond moral questions and focus on
social and public policy perspectives.

SOCIAL ETHICS AND ENERGY POLICY:
PRESENT GENERATIONS

Turning to social ethics, we can distinguish two gen-
eral types of ethical questions that pertain to energy
policy: questions of justice in the present, and ques-
tions concerning our responsibilities to future gener-
ations. Issues concerning social justice for present
generations can be categorized in terms of debates
between utilitarian (maximizing beneficial conse-
quences) and deontological (acting in accord with
moral principles and duties) approaches to ethics.
Ethical questions concerning future generations
involve both the content and the very existence of
such duties.

Utilitarian ethics holds that energy policy ought to
be set according to the general ethical rule of maxi-
mizing the overall good. For example, if oil explo-
ration in an Arctic wilderness area would produce
greater overall social happiness than would preserva-
tion of the wilderness area, utilitarian ethics would
support exploration. Utilitarianism is a consequential-
ist ethics in which good and bad policy is a function of
the consequences that follow from that policy. Policies
that increase net social benefits are right, those that
decrease net social benefits are wrong. Thus, utilitari-
anism employs what can be thought of as an ethical
cost-benefit methodology, weighing the benefits and
harms of various alternatives and promoting that
option which proves most useful in maximizing bene-
fits over harms. Because energy is something valued
only for its usefulness, utilitarian ethics seems well
suited for establishing energy policy.

Explained in such general terms as maximizing the
good, utilitarianism is an intuitively plausible ethical
theory. Disagreements occur when defenders
attempt to specify the content and meaning of the
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good (or “happiness”). An important contemporary
version of utilitarianism identifies happiness with the
satisfaction of individual desires or, simply, getting
what one wants. Sometimes identified as preference
utilitarianism, this view equates the good with the
satisfaction of individual preferences and is closely
associated with the goal of microeconomic efficiency.
This particular version of utilitarianism has had a
profound impact on energy policy, especially energy
policy as it is found in liberal democratic societies.
From this perspective, the goal of energy policy is to
optimally satisty the demand for energy while mini-
mizing any potential harms that might result.

Two trends within this general utilitarian approach
dominate energy policy. One holds that there are
experts who can predict policy outcomes, determine
relative risks and benetfits, and administer policies to
attain the goal of maximum overall happiness. These
experts, trained in the sciences, engineering, and the
social sciences, are best situated to predict the likely
consequences of alternative policies. Scientific under-
standing of how the world works enables these
experts to determine which policies will increase the
net aggregate happiness. This version of utilitarian
thinking typically supports government regulation of
energy policy and, as a result, is often criticized on
ethical grounds as involving paternalistic interference
with individual decision-making and property rights.

A second trend within the utilitarian tradition
argues that efficient markets are the best means for
attaining the goal of maximum overall happiness.
This version would promote policies that deregulate
energy industries, encourage competition, protect
property rights, and allow for free exchanges. In the-
ory, such policies would direct rationally self-inter-
ested individuals, as if led by an “invisible hand” in
famed economist Adam Smith’s terms, to the optimal
realization of overall happiness. As with the approach
that relies on energy experts, the market approach
agrees that the goal of energy policy ought to be the
optimal satisfaction of consumer demand.

Both approaches share two fundamental utilitarian
assumptions. First, utilitarianism is a consequentialist
ethics that determines right and wrong by looking to
the results of various policies. Second, they hold that
ethics ought to be concerned with the overall, or
aggregate, welfare. Deontological ethics (the word is
derived from the Greek word for duty) rejects both
of these assumptions.



Committed to the ethical maxim that the ends
don’t justify the means, deontological ethics rejects
the consequentialism of utilitarianism for an ethics
based on principles or duties. There are many cases in
which ethics demands that we do something even if
doing otherwise would produce greater overall happi-
ness. On this view, right and wrong policy is a matter
of acting on principle and fulfilling one’s duties.
Respect for individual rights to life and liberty or act-
ing on the demands of justice are common examples
of ethical principles that ought not be sacrificed sim-
ply for a net increase in the overall happiness.

An especially troubling aspect of utilitarianism is
the emphasis on collective or aggregate happiness.
This seems to violate the ethical principle that indi-
viduals possess some central interests (to be distin-
guished from mere preferences) that ought to be
protected from policies aimed simply at making oth-
ers happier. Most of us would argue that individuals
have rights that ought not to be sacrificed to obtain
marginal increases in the aggregate overall happiness.
Our duty to respect the rights of individuals, to treat
individuals as ends in themselves, and not as mere
means to the end of collective happiness, is the hall-
mark of deontological ethics.

Nowhere is this concern with individual rights
more crucial than in questions concerning the justice
of energy policy. Distributive justice demands that
the benefits and burdens of energy policy be distrib-
uted in ways that respect the equal dignity and worth
of every individual. A prima facie violation of justice
occurs when social benefits and burdens are distrib-
uted unequally. Particularly troubling inequalities
occur when the benefits of policy go to the powerful
and wealthy, while the burdens are distributed pri-
marily among the poor and less powerful.

Consider, as an example, the logic of a policy deci-
sion to build and locate an electric generating plant or
oil refinery. Economic considerations such as the
availability of ample and inexpensive land, and social
considerations such as zoning regulations and politi-
cal influence, would play a major role in such a deci-
sion. In practice, this makes it more likely that plants
and refineries, as well as waste sites and other locally
undesirable land uses, will be located in poorer com-
munities whose population is often largely people of
color.

Evidence suggests that this is exactly what has hap-
pened. Beginning in the 1970s, sociologist Robert
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Bullard studied the location of hazardous and pollut-
ing industries within the United States. He found
that many such industries, including many electric
generating plants and oil refineries, are dispropor-
tionately located in minority communities. This is
not to claim that there has been an intentional social
policy to unfairly burden minority communities. But
it does suggest that the economic and political factors
that give rise to such decisions have much the same
practical effect. Upper income levels disproportion-
ately benefit from inexpensive energy to fuel con-
sumerist lifestyles, while lower income minority
communities carry a disproportionate burden of
energy production.

Much the same has been said on the international
level. Debates concerning international energy justice
occurred frequently during the Earth Summit in Rio
de Janeiro in 1992 and the Kyoto conference on glob-
al warming in 1997. Representatives of the less devel-
oped countries argue that industrialized countries
have long benefited from readily accessible and inex-
pensive energy resources, which have been primarily
responsible for the proliferation of greenhouse gases
and nuclear wastes. However, after having attained
the benefits of this lifestyle, the industrialized coun-
tries now demand a decrease in greenhouse emis-
sions, conservation of resources, and a reduction in
the use of nuclear energy. These policies eftectively
guarantee that the non-industrialized world will
remain at an economic and political disadvantage.
Many argue that justice would demand industrialized
countries carry a heavier burden for decreasing ener-
gy demands, reducing greenhouse emissions, storing
nuclear wastes, and for conserving non-renewable
resources. Influenced by such reasoning, the majori-
ty of industrialized countries accepted greater
responsibility at the Kyoto conference for reducing
greenhouse gases.

From a strictly utilitarian perspective, unequal dis-
tribution of the benefits and burdens of energy pro-
duction and use might be justified. Utilitarians have
no in-principle objection to unequal distribution. If
an unequal distribution would create a net increase in
the total aggregate amount of happiness, utilitarians
would support inequality. Deontologists would argue
that these practices treat vulnerable individuals as
mere means to the end of collective happiness and,
thus, are unjust and unfair. Such central interests as
health and safety ought not be sacrificed for a net
increase in overall happiness. Moral and legal rights
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The Hanford Nuclear Reservation in eastern Washington stores class A low-level radioactive waste. (Corbis)

function to protect these interests from being sacri-
ficed for the happiness of others.

Legal philosopher Ronald Dworkin suggests that
individual rights can be thought of as “trumps”
which override the non-central interests of others.
Public policy issues that do not violate rights can be
appropriately decided on utilitarian grounds and
properly belong to legislative bodies. However, when
policies threaten central interests, courts are called
upon to protect individual rights. The judiciary func-
tions to determine if rights are being violated and, if
so, to enforce those rights by overruling, or “trump-
ing,” utilitarian policy.

Critics raise two major challenges to deontological
approaches. Many charge that deontologists are unable
to provide a meaningful distinction between central
and non-central interests. Lacking this, public policy is
unable to distinguish between rights and mere prefer-
ences. From this perspective, the language of rights
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functions as a smoke-screen raised whenever an indi-
vidual’s desires are frustrated by public policy. The
inability to distinguish central from non—central inter-
ests has given rise to a proliferation of rights claims that
often obstructs effective public policy.

Critics might cite the NIMBY (not in my back
yard) phenomenon as a case in point. A small minor-
ity is sometimes able to thwart the common good by
claiming that their rights are being violated when, in
fact, this minority simply does not want to bear its
share of the burden. The cessation of nuclear power
plant construction within the United States might
provide an example of this. By claiming that nuclear
plants threaten such rights as health and safety, oppo-
nents to nuclear power have been able to block fur-
ther construction. If, however, there is little evidence
of any actual harm caused by nuclear plants, these
opponents may have succeeded in obstructing a ben-
eficial public policy by disguising their preferences as
rights. A similar claim could be made concerning



debates about locating such locally undesirable but
socially beneficial projects as oil refineries and elec-
tric generating plants.

A second challenge argues that deontologists are
unable to provide a determinate procedure for decid-
ing between conflicting rights claims. Even if we can
distinguish rights from mere preferences, effective
policy needs a procedure for resolving contflicts.
Returning to the analogy of trump cards, deontolo-
gists are challenged to distinguish between the ace
and deuce of trumps.

Consider, for example, one possible scenario that
could follow from the Kyoto Protocol on carbon
reduction. Developing countries claim, as a matter of
right, that the United States should bear a greater
responsibility to reduce carbon emissions. Failing to
do so would violate their rights to equal opportunity
and fairness. One means by which the United States
could meet the Kyoto targets would involve signifi-
cantly scaling back its energy-intensive agriculture
and military sectors. However, because the United
States 1s a major exporter of food products and
because its military protects many democracies
throughout the world, these options might well
threaten the basic rights to food, health, and security
for many people in the developing world. In turn,
that could be avoided if the United States scaled back
its industrial rather than agricultural or military sec-
tors. But this would threaten the freedom, property
rights, and economic security of many U.S. citizens.
Deontologists are challenged to provide a decision
procedure for resolving conflicts between such rights
as equal opportunity, fairness, food, health, security,
property, and freedom. According to critics, no plau-
sible procedure is forthcoming from the deontologi-
cal perspective.

SOCIAL ETHICS AND ENERGY POLICY:
FUTURE GENERATIONS

Many energy polices also raise important ethical ques-
tions concerning justice across generations. What, if
any, responsibilities does the present generation have
to posterity? This question can be raised at many
points as we consider alternative energy policies.
Fossil fuels are a nonrenewable resource.
Whatever fossil fuel we use in the present will be
forever lost to posterity. Is this fair? The harmful
eftects of global warming are unlikely to occur for
many years. Should we care? Is it ethical to take risks
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with the welfare of future generations? Nuclear
wastes will remain deadly for thousands of genera-
tions. Does this require us to change our behavior
now? Do we have a responsibility to invest in alter-
native energy sources now, even if the benefits of
this investment go only to people not yet born?
Given the energy demands made by increasing pop-
ulations, what is an ethically responsible population
policy?

In many ways, debates surrounding our ethical
responsibility to future generations parallel the
debates described previously. Utilitarians are con-
cerned with the consequences that various policies
might have for the distant future. Committed to the
overall good, utilitarians must factor the well-being
of future people into their calculations. Some argue
that future people must count equally to present peo-
ple. Others, borrowing from the economic practice
of discounting present value of future payments,
argue that the interests of present people count for
more than the interests of future people. Counting
tuture people as equals threatens to prevent any real-
istic calculation from being made since the further
into the future one calculates, the less one knows
about the consequences. Discounting the interests of
tuture people, on the other hand, threatens to ignore
these interests since, eventually, any discount rate
will mean that people living in the near future count
for nothing.

In contrast to this utilitarian approach, some argue
that future people have rights that entail duties on
our part. For example, in 1987 the UN-sponsored
Brundtland Commission advocated a vision of sus-
tainable development as development “which meets
the needs of the present without sacrificing the abili-
ty of the future to meets its needs.” This suggests that
future people have an equal right to the energy nec-
essary to meet their needs. However, if future gener-
ations have a right to energy resources in an equal
amount to what is available to us, we would be pro-
hibited from using any resources, because whatever
we use today is denied forever to the future. On the
other hand, if future generations have a right to use
energy resources at some point in the future, why do
we not have an equal right to use them today?

As can be seen from these examples, even talking
about ethical responsibilities to future people can
raise conundrums. Some critics claim that talk of eth-
ical responsibilities to distant people is nonsense and
that present energy policy should be governed solely
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by a concern for people living in the present and
immediate future.

Two challenges are raised against claims that
present generations have ethical responsibilities to
tuture generations. The first is called the problem of
“disappearing beneficiaries.” Consider the claim
that present generations ought to decrease our
reliance on fossil fuels to ensure a future world pro-
tected from the harmful effects of global warming.
The defense of this view argues that future people
would be made better-off by this decision. But we
need to ask “better-off” than what? Intuitively, we
would say that they will be better-oft than they
would have been otherwise. However, this argu-
ment assumes that the people who benefit will be
the same people as those who would exist if we
adopted the alternative policy of continued reliance
on fossil fuels. Yet alternative policy decisions as
momentous as international energy policy, popula-
tion controls, or significant conservation measures,
would surely result in different future people being
born. When we consider alternative policy deci-
sions, we actually are considering the eftects on two,
not one, sets of future people. The future popula-
tion that would be harmed by our decision to con-
tinue heavy use of fossil fuels is a different
population than the one that would benefit from
major conservation programs. Thus, it makes little
sense to speak about one future generation being
made better or worse-off by either decision. The
potential beneficiaries of one policy disappear when
we choose the alternative policy.

The second challenge is called the argument from
ignorance. Any discussion of future people and their
happiness, their needs and preferences, their rights
and interests, forces us to make assumptions about
who those people might be and what they will be
like. But realistically, we know nothing about who
they will be, what they will want or need, or even if’
they will exist at all. Since we are ignorant of future
people, we have little basis to speak about our respon-
sibilities to them.

The implication of these arguments is that energy
policy ought to be set with due consideration given
only to present generations. While we might have
responsibilities which regard future people (present
duties to our children affect the life prospects of
tuture generations), we have no direct responsibili-
ties to future people. We can have no responsibility to
that which does not exist.
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Plausible answers can be offered to these chal-
lenges. While we may not know who future people
will be, if they will be, or what their specific interests
and needs might be, we do know enough about future
people to establish present ethical responsibilities to
them. Just as in cases of legal negligence where we
hold individuals liable for unintended but foreseeable
and avoidable harms that occur in the future, it can be
meaningful to talk about foreseeable but unspecific
harms to unknown future people. Surely we have
good reasons for thinking that there will be people liv-
ing in the future, and that they will have needs and
interests similar to ours. To the degree that we can
reasonably foresee present actions causing predictable
harms to future people, we can acknowledge the
meaningfulness of ethical responsibilities to future
generations. While the present may not have specific
responsibilities to identifiable future people, it does
make sense to say that we have responsibilities to
future people, no matter who they turn out to be.

What might our responsibilities to the future be?
How do we balance our responsibilities to future
people against the interests, needs, and rights of the
present? Perhaps the most reasonable answer begins
with the recognition that we value energy not in itself
but only as a means to other ends. Thus, the require-
ment of equal treatment demanded by social justice
need not require that future people have an equal
right to present energy resources but, rather, that
they have a right to an equal opportunity to the ends
attained by those resources. Our use of fossil fuels,
for example, denies to them the opportunity to use
that fuel. We cannot compensate them by returning
that lost energy to them, but we can compensate
them by providing the future with an equal opportu-
nity to achieve the ends provided by those energy
resources. Justice requires that we compensate them
for the lost opportunities and increased risks that our
present decisions create.

While there are practical difficulties in trying to
specify the precise responsibilities entailed by this
approach, we can suggest several general obligations
of compensatory justice. First, our responsibility to
the future should include a serious eftort to develop
alternative energy sources. Continued heavy reliance
on fossil fuels and nuclear power places future people
at risk. Justice demands that we minimize that risk,
and investment in alternative energy sources would
be a good faith step in that direction. Arguments of
this sort could justify government expenditures on



research into fusion and renewable energy sources.
Second, we have a responsibility to conserve nonre-
newable resources. Wasting resources that future
people will need, especially when we presently have
the technology to significantly increase energy efti-
ciency, makes it more difficult for future people to
obtain a lifestyle equal to ours. Finally, it would seem
we have a responsibility to adopt population policies
and modify consumption patterns to moderate
worldwide energy demand over the long term.

Joseph R. DesJardins

See also: Conservation of Energy; Culture and
Energy Usage; Government and the Energy
Marketplace.

BIBLIOGRAPHY

Brundtland, G. (1987). Our Common Future. New York:
Oxford University Press.

Bullard, R. (1993). Confronting Environmental Racism.
Boston: South End Press.

Bullard, R. (1994). Dumping in Dixie. Boulder, CO:
Westview Press.

Daly, H., and Cobb, J. (1989). For the Common Good.
Boston: Beacon Press.

DesJardins, J. (1997). Environmental Ethics: An Introduction
to Environmental Philosophy. Belmont, CA: Wadsworth
Publishing

DesJardins, J. (1999). Environmental Ethics: Concepts,
Policy, Theory. Mountain View, CA: Mayfield Publishing.

Dworkin, R. (1977) Taking Rights Seriously. Cambridge,
MA: Harvard University Press.

MacLean, D., and Brown, P., eds. (1983). Energy and the
Future. Lanham, MD: Rowman and Littlefield.

Partridge, E., ed. (1980). Responsibilities to Future
Generations. Buffalo: Prometheus Press.

Rachels, J. (1999). The Elements of Moral Philosophy. New
York: McGraw-Hill.

Schneider, S. (1989). Global Warming: Are We Entering the
Greenhouse Century? San Francisco: Sierra Club Books.

Shrader-Frechette, K. S. (1989). Nuclear Power and Public
Policy. Dordrecht, Holland: Reidel.

Shrader-Frechette, K. S. (1991). Risk and Rationality.
Berkeley: University of California Press.

Simon, J. ( 1981). The Ultimate Resource. Princeton:
Princeton University Press.

Sikora, R. I, and Barry, B., eds. (1978). Obligations to Future
Generations. Philadelphia: Temple University Press.

Wenz, P. (1988). Environmental Justice. Albany: State
University of New York Press.

Westra, L., and Wenz, P., eds. (1995). Faces of Environmental
Racism. Lanham, MD: Rowman and Littlefield
Publishers.

E XPLOSIVES AND PROPELLANTS

EXPLOSIVES AND
PROPELLANTS

Explosions occur when gases in a confined space
expand with a pressure and velocity that cause stress-
es greater than the confining structure can withstand.
The gas expansion can be caused by rapid generation
of gaseous molecules from a solid or liquid (e.g., an
explosive) and/or rapid heating (as in a steam “explo-
sion”). An explosion can be low-level, yet still dan-
gerous, as in the deflagration (rapid burning) of a
flour dust and air mixture in a grain elevator, or very
intensive, as in the detonation of a vial of nitroglyc-
erin.

Explosives and propellants are mixtures of fuel and
oxidizer. The intensity of combustion is determined
by the heat of combustion per pound of material, the
material’s density, the gas volume generated per vol-
ume of material, and the rate of deflagration or deto-
nation. The latter, the most important variable, is
determined by the speed at which fuel and oxidizer
molecules combine.

The first explosive was black gunpowder, invented
by the Chinese in the Middle Ages. In gunpowder,
the fuel is powdered sulfur and charcoal, and the oxi-
dizer is saltpeter (potassium nitrate). When heated,
the oxidizer molecule decomposes to form potassium
oxide (a solid), nitrogen and nitrous oxides (gases),
and excess pure oxygen that burns the fuel to form
more gases (carbon oxides, sulfur oxides). The gases
generated by this rapidly burning mixture can
explode (rupture its container), as in a firecracker, or
propel a projectile, as in a rocket or a gun. Because it
takes time for oxygen to diffuse to the fuel molecules
the explosion of gunpowder is a rapid burning, or
deflagration, not the high-rate detonation character-
istic of a high explosive.

While propellants are formulated to burn rapidly
and in a controlled manner, they can go from defla-
gration to detonation if mishandled. High explosives,
on the other hand, are designed to detonate when
activated. Here oxidizer and fuel are always situated in
the same molecule, and in the right proportions, as
determined by the desired end-products. Once initi-
ated, gases are formed too fast to diffuse away in an
orderly manner, and a shock wave is generated that
passes through the explosive, detonating it almost
instantaneously. This shock wave and the resultant
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Explosive Substances

Name Formula Use
ammonium nitrate NH,NO, solid oxidizer
ammonium perchlorate NH,CIO, solid oxidizer
lead azide Pb(N,), primary explosive
ONH,
ammonium picrate O,N \©/ NO, secondary high explosive
NO,

lead styphnate

2,4,6-trinitrotoluene

picric acid

nitrocellulose

nitroglycerin

nitromethane

pentaerythritol tetranitrate

o
O,N_ I NO,| PbH,0%
¢:o

NO, C

O,N i NO,

H3

NO,
OH
O,N i NO,
NO
* cHONO, b
o
ONO,
crono, [
o ONO
ONO,
H,CONO,
HCONO,
H,CONO,
CH,NO,

ONOCH, _CH,ONO,

C
O,NOCH,” “CH,ONO,

primary explosive

secondary high explosive

secondary high explosive

secondary explosive used
in propellants

liquid secondary
explosive ingredient

in commercial explosives
and propellents

liquid secondary
explosive

secondary high explosive
used as booster

Table 1.
Explosive substances.
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high-velocity expansion of gases can cause great dam-
age, even if there is no confining container to rupture.

A propellant typically burns at the rate of about 1
cm/sec, some 10,000 times the rate coal burns in air.
However high explosives “burn” at a rate some
100,000 to 1,000,000 times faster than propellants
because the reaction rate is controlled by shock
transfer rather than heat transfer. Thus, although
there is more energy released in burning a pound of
coal than a pound of dynamite, the power output,
which is the rate of doing work, can be 100 times
larger for a propellant, and 100 million times larger
for a high explosive.

Black gunpowder, was the only explosive (actually
a propellant) known until 1847, when the Italian
chemist, Ascani Sobrero, discovered nitroglycerin.
This rather unstable and shock-sensitive liquid was
the first high explosive. It was too dangerous to use
until Alfred Nobel developed dynamite in 1866, a 50
percent mixture of nitroglycerin stabilized by absorp-
tion in inert diatomaceous earth. The much safer
trinitrotoluene (TNT) was synthesized soon after,
and military needs in the two World Wars led to a
number of new high explosives. Almost all of these
are made by nitration of organic substrates, and they
are formulated to be simultaneously safer and more
energetic (see Table 1). For commercial uses, low
cost is of paramount importance, and it has been
found that a mixture of ammonium nitrate, a fertiliz-
er ingredient, and fuel oil (ANFO) gives the most
“bang for the buck.”

By designing an explosive charge to focus its blast
on a small area, a so-called shaped or armor-piercing
charge, gas velocities as high as 20,000 mph and at
pressures of 3 million psi can be achieved. Such a
torce pushes steel aside through plastic flow, much as
a knife cuts through butter. Under the high pressure,
the metallic steel behaves like a viscous liquid, the
same way plastics flow when extruded through dies
to make various shapes.

The thrust of recent explosives research continues
to emphasize increased safety and control. These
properties are achieved by the use of primary and sec-
ondary explosives. The secondary explosive is the
main ingredient in a charge, and it is formulated to be
stable in storage and difficult to initiate. Some sec-
ondary explosives just burn slowly without detonat-
ing if accidentally ignited. The initiator or primary
explosive is a small quantity of a more sensitive mate-
rial fashioned into a detonator or blasting cap. It is

E XTERNAL COMBUSTION ENGINES

attached to the main charge just before use and is
activated by a fuse, by percussion (as in a gun), or by
an electrical current.

The key to safety in explosives manufacturing is to
use isolated high-velocity nitric acid reactors that
have only a very small hold up at any one time (that
is, only a small amount of dangerous material is “held
up” inside the reactor at any time). Units are widely
spaced, so any accident involves only small amounts
of explosive and does not propagate through the
plant. Fire and electrical spark hazards are rigorously
controlled, and manpower reduced to the absolute
minimum through automation.

The recent rise in the use of expolosives in terror-
ist activity poses new challenges to industry and law
enforcement. This challenge is being met by the use
of sophisticated chemical detection devices to screen
for bombs and more rigorous explosive inventory
safeguards and controls. Plans have also been pro-
posed to tag explosives with isotopes to make them
easier to trace if misused.

Herman Bieber

See also: Nuclear Energy; Nuclear Fission; Nuclear
Fusion.
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FARADAY, MICHAEL
(1791-1867)

Michael Faraday has been called the “patron saint of
electrical engineering.” He produced the first electric
motor and the first electric generator and is consid-
ered the greatest experimental scientist of the nine-
teenth century. Faraday came from humble begin-
nings. He was born in a village that is now part of
London, and his father was a migrant blacksmith who
was often ill and unable to support his family.
Faraday often went hungry as a child and his only
formal education was at a Sandemanian Church
Sunday school. (The Sandemanians were a small
fundamentalist Christian sect, and Faraday later
became an elder of the church.) At age thirteen, he
was apprenticed to a bookbinder for seven years. In
addition to binding the books, he read them vora-
ciously. Although he completed the apprenticeship,
he subsequently sought a way out of a trade that he
considered selfish and vicious.

Faraday’s great opportunity came when a friend
offered him a ticket to attend the lectures on chem-
istry given by Sir Humphrey Day, the director of the
Royal Institution in London. After attending the lec-
tures, Faraday sent Davy a neatly bound copy of his
notes and asked for employment. In 1812 Davy did
require a new assistant and, remembering the notes,
hired Faraday. Davy was a leading scientist of his time
and discovered several chemical elements, but it has
been said that Faraday was his greatest discovery.
Faraday was given quarters at the Royal Institution
where he was to remain for forty-five years (staying
on even after his marriage). Davy and his wife took
Faraday with them as secretary to Europe on a grand
tour in 1813. Despite the hostilities between France

and England, they received Napoleon’s permission to
meet with French scientists in Paris. During this time
Faraday’s talent began to be recognized internationally.

In 1820 Faraday finished his apprenticeship under
Davy and in the following year married and settled
into the Royal Institution. Faraday’s early reputation
as a chemist was so great that in 1824 he was elected
to the Royal Society. In 1825 Davy recommended
that Faraday succeed him as director of the Royal
Institution. The appointment paid only a hundred
pounds a year, but Faraday soon received some
adjunct academic appointments that enabled him to
give up all other professional work and devote him-
self full-time to research. Faraday’s scientific output
was enormous, and at the end of his career, his labo-
ratory notebooks, which covered most of his years at
the Royal Institution, contained more than sixteen
thousand neatly inscribed entries, bound in volumes
by Faraday himself.

In his early work, Faraday was primarily a chemist.
He liquefied several gases previously considered
incapable of liquefaction, discovered benzene, pre-
pared new compounds of carbon and chlorine,
worked on new alloys of steel, and discovered the
laws of electrolysis that bear his name. The latter dis-
covery became the basis for the electroplating indus-
try that developed in England during the early nine-
teenth century. In 1821, however, Hans Christian
Oersted’s discovery that an electric current could
produce a magnetic field led Faraday away from
chemistry for a while. With a better understanding of
electric and magnetic fields, Faraday succeeded in
building the first elementary electric motor.

Faraday returned to chemistry, but after 1830, his
investigations again concentrated on electric and
magnetic phenomena. He had become convinced
that the reverse action to the phenomenon discov-
ered by Oersted was also possible, that a magnetic
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Michael Faraday. (Corbis Corporation)

field could produce an electric current. He also
believed that he could induce a current in a circuit
using an electromagnet like the one invented by
Sturgeon in 1824. Wrapping two wires many times
around opposite sides of an iron ring, Faraday dis-
covered that when an electric current in one wire was
turned on or off a current appeared in the other wire.
Thus Faraday discovered the law of electromagnetic
induction that bears his name: The electromotive
force (voltage) induced in a circuit is equal to the
(negative) time rate-of-change of the magnetic flux
through the circuit. This law was not only the basis
for the first elementary electric generator that
Faraday produced, but also for all subsequent electric
power dynamos that employ coils rotating in a mag-
netic field to produce electric power. Although
Faraday is credited with the discovery because he was
the first to publish his work, it was later learned that
induction had been discovered shortly before by
Joseph Henry, then an instructor in an obscure
school in Albany, New York.

In the decade that followed this discovery, Faraday
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continued to make fundamental discoveries about
electricity and magnetism. He showed that the elec-
tricity obtained from various sources was the same,
analyzed the effects of dielectrics on electrostatics,
and studied electric discharges in gases. At the end of
1839, however, his health broke down. There is rea-
son to believe that Faraday may have suffered from
mercury poisoning, a common affliction in that peri-
od. He did not return to work completely until 1845,
when he discovered the phenomena of magnetically
induced birefringence in glass and of diamagnetism.
In 1846 he published a paper in which he suggested
that space was a medium that bore electric and mag-
netic strains and that these strains were associated
with the propagation of light. Later scientists recog-
nized that these ideas were the forerunners of the
modern theory of electromagnetic propagation and
optical fields.

Faraday worked alone; he had no students, just
ordinary assistants. Although devoted to laboratory
work, he was also a brilliant public lecturer.
Personally, he was invariably described as a gentle
and modest person. He never forgot his humble
beginnings, and he had a clear view of his own worth
and a disdain of the class system. In 1858, when
Queen Victoria, in view of his lifetime of great
achievement, offered him a knighthood and the use
of a house, Faraday accepted the cottage but refused
the knighthood, stating that he preferred to remain
“plain Mr. Faraday.”

Faraday’s activity slowed after 1850, and, in 1865,
a progressive loss of memory forced his complete
retirement. He died in 1867 and he was buried, not
in Westminster Abbey, but perhaps more befitting
his egalitarian ideals, in Highgate Cemetery, London.

Leonard S. Taylor

See also: Electric Motor Systems; Electric Power,
Generation of; Magnetism and Magnets; Oersted,
Hans Christian.
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FERMI, ENRICO
(1901-1954)

Enrico Fermi was both a brilliant theorist and an
unusually gifted experimentalist — a combination of
talents seldom found among twentieth-century
physicists. Born in 1901 in Rome, Fermi obtained his
doctor’s degree in physics magna cum laude from the
University of Pisa at the age of 21, with a dissertation
on x-rays.

After two years of post-doctoral research at Max
Born’s Institute in Gottingen, and then with Paul
Ehrenfest in Leiden, Fermi taught for two years at the
University of Florence, where he soon established
his reputation by developing what are now known as
the Fermi-Dirac statistics. In 1926 he was appointed
to a full professorship in physics at the University of
Rome, where he quickly gathered around him a
group of talented young faculty members and stu-
dents, who helped him make a name for Rome in the
fields of nuclear physics and quantum mechanics.
His theoretical work culminated in a 1933 theory of
nuclear beta decay that caused a great stir in world
physics circles, and is still of major importance today.

Fermi had been fascinated by the discovery of the
neutron by James Chadwick in 1932. He gradually
switched his research interests to the use of neutrons
to produce new types of nuclear reactions, in the hope
of discovering new chemical elements or new iso-
topes of known elements. He had seen at once that
the uncharged neutron would not be repelled by the
positively-charged atomic nucleus. For that reason the
uncharged neutron could penetrate much closer to a
nucleus without the need for high-energy particle
accelerators. He discovered that slow neutrons could

FERMI, ENRICO

be produced by passing a neutron beam through
water or paraffin, since the neutron mass was almost
equal to that of a hydrogen atom, and the consequent
large energy loss in collisions with hydrogen slowed
the neutrons down very quickly. Hence these “slow”
or “thermal” neutrons would stay near a nucleus a
longer fraction of a second and would therefore be
more easily absorbed by the nucleus under investiga-
tion. Using this technique, Fermi discovered forty
new artificial radioactive isotopes.

In 1934 Fermi decided to bombard uranium with
neutrons in an attempt to produce “transuranic” ele-
ments, that is, elements beyond uranium, which is
number 92 in the periodic table. He thought for a
while that he had succeeded, since unstable atoms
were produced that did not seem to correspond to
any known radioactive isotope. He was wrong in this
conjecture, but the research itself would eventually
turn out to be of momentous importance both for
physics and for world history, and worthy of the 1938
Nobel Prize in Physics.

Fermi’s wife, Laura, was Jewish, and as Hitler’s
influence over Mussolini intensified, anti-Jewish laws
were passed that made Laura’s remaining in Italy pre-
carious. After accepting his Nobel Prize in Stockholm,
Fermi and his wife took a ship directly to the United
States, where they would spend the rest of their lives.
Enrico taught at Columbia University in New York
City from 1939 to 1942, and at the University of
Chicago from 1942 until his death in 1954.

In 1938 Niels Bohr had brought the astounding
news from Europe that the radiochemists Otto Hahn
and Fritz Strassmann in Berlin had conclusively
demonstrated that one of the products of the bom-
bardment of uranium by neutrons was barium, with
atomic number 56, in the middle of the periodic table
of elements. He also announced that in Stockholm
Lise Meitner and her nephew Otto Frisch had pro-
posed a theory to explain what they called “nuclear fis-
sion,” the splitting of a uranium nucleus under neu-
tron bombardment into two pieces, each with a mass
roughly equal to half the mass of the uranium nucle-
us. The products of Fermi’s neutron bombardment of
uranium back in Rome had therefore not been
transuranic elements, but radioactive isotopes of
known elements from the middle of the periodic table.

Fermi and another European refugee, Leo Szilard,
discussed the impact nuclear fission would have on
physics and on the very unstable state of the world
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Enrico Fermi. (Library of Congress)

itself in 1938. The efforts of Szilard in 1939 persuad-
ed Albert Einstein to send his famous letter to
President Franklin D. Roosevelt, which resulted in
the creation of the Manhattan Project to contruct a
nuclear bomb. Fermi was put in charge of the first
attempt to construct a self-sustaining chain reaction,
in which neutrons emitted by a fissioning nucleus
would, in turn, produce one or more fission reactions
in other uranium nuclei. The number of fissions pro-
duced, if controlled, might lead to a useful new
source of energy; if uncontrolled, the result might be
a nuclear bomb of incredible destructive power.
Fermi began to assemble a “nuclear pile” in a
squash court under the football stands at the
University of Chicago. This was really the first
nuclear power reactor, in which a controlled, self-
sustaining series of fission processes occurred. The
controls consisted of cadmium rods inserted to
absorb neutrons and keep the reactor from going
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“critical.” Gradually the rods were pulled out one by
one, until the multiplication ratio of neutrons pro-
duced to neutrons absorbed was exactly one. Then
the chain reaction was self-sustaining. To proceed
turther would run the risk of a major explosion.
Fermi had the reactor shut down at exactly 3:45 P.M.
on December 2, 1942, the day that is known in histo-
ry as the beginning of nuclear energy and nuclear
bombs.

Fermi lived only a little more than a decade after
his hour of triumph. He spent most of this time at
the University of Chicago, where, as in Rome, he
surrounded himself with a group of outstanding
graduate students, many of whom also later received
Nobel Prizes. Fermi died of stomach cancer in 1954,
but his name remains attached to many of the impor-
tant contributions he made to physics. For example,
element 100 is now called Fermium.

Fermi’s overall impact on physics is well summa-
rized by the nuclear physicist Otto Frisch (1979,



p- 22): “But occasionally one gets a man like Enrico
Fermi, the Italian genius who rose to fame in 1927 as
a theoretician and then surprised us all by the breath-
taking results of his experiments with neutrons and
tinally by engineering the first nuclear reactor. On
December the second, 1942, he started the first self-
sustaining nuclear chain reaction initiated by man and
thus became the Prometheus of the Atomic Age.”

Joseph F. Mulligan
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FLYWHEELS

FISSION, NUCLEAR

See: Nuclear Fission

FISSION BOMB

See: Nuclear Fission

FLYWHEELS

Flywheels store kinetic energy (energy of motion) by
mechanically confining motion of a mass to a circu-
lar trajectory. The functional elements of the fly-
wheel are the mass storing the energy, the mecha-
nism supporting the rotating assembly, and the
means through which energy is deposited in the fly-
wheel or retrieved from it.

Energy can be stored in rings, disks, or discrete
weights, with spokes or hubs connecting the storage
elements to shafts, and bearings supporting the
assembly and allowing it to rotate. Energy may be
transferred into or out of the wheel mechanically,
hydraulically, acrodynamically, or electrically.

HISTORY

Ubiquitous in rotating machinery, flywheels have
been used as a component of manufacturing equip-
ment since their application in potters’ wheels before
2000 B.C.E.

Flywheels attained broad use during the Industrial
Revolution. In the embodiment of this era, flywheels
used heavy rims built from cast iron to damp pulsa-
tions in engines, punches, shears, and presses. Often
the pulsations to be damped arose from reciprocating
motive forces or reciprocating end processes. The
conversion of reciprocation into rotation enabled for-
matting of the flow of this energy. The most impor-
tant types of formatting were transportation of ener-
gy by shafts, conversion of torque and speed by gears,
and damping by flywheels.
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A 23-ton flywheel in the Palace of Engineering at the 1924 British Empire Exhibition. (Corbis Corporation)

Flywheels are found in internal-combustion
engines, where they damp out torque pulses caused
by the periodic firing of cylinders. In this application,
energy is stored very briefly before it is used— for
less than one revolution of the wheel itself.

The evolution of flywheel materials and compo-
nents and a systemic approach to design have led to
the development of stand-alone flywheel energy stor-
age systems. In these systems the rotating element of
the flywheel transfers energy to the application elec-
trically and is not directly connected to the load
through shafting. These systems typically store ener-
gy that is released over many revolutions of the
wheel, and as a system may be used in place of elec-
trochemical energy storage in many applications. By
being separate and distinct from the process it sup-
ports, the stand-alone flywheel system may use mate-
rials and components optimally. Of the various fly-
wheel types, stand-alone systems will typically have
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the highest energy and power density as well as the
highest rim speed and rotation rate.

TECHNOLOGY

The kinetic energy stored in the flywheel rotor is
proportional to the mass of the rotor and the square
of its linear velocity. Transformed into a cylindrical
system, the stored kinetic energy, KE, is

KE = 4] o’ = 4 mre’

where o is the rate of rotation in radians per second
and J is the moment of inertia about the axis of rota-
tion in kilogram-meter”. For the special case of a radi-
ally thin ring, the moment of inertia is equal to its
mass, m, multiplied by the square of its radius, r. This
radius is also known as the radius of gyration.

Stress in the rim is proportional to the square of
linear velocity at the tip. When rotor speed is dictated



FLYWHEELS

Applications

Types

Unique Attributes

Stationary engines
(historic), damp pulsations

Automobile engine, damp
out torque for

Satellite stabilization and
energy storage

Stationary UPS system
vacuum

Energy storage for hybrid
propulsion

Spoked hub, steel rim

Solid metal rotor
Control moment

gyro/reaction wheel

Steel or composite rotor in

Composite rotor in vacuum

Massive, low-speed rotors,
belt or shaft mechanical
connection to application

Mounted on engine shatft,
very low cost

Lightweight, extremely
long life, and high reliability

Electrical connection to
application; high power
density (relatively high
power generator)
Electrical connection to
application; high energy
density (lightweight rotor)

Table 1.
Flywheel Applications, Types, and Unique Attributes

by material considerations, the linear velocity of the
tip is set, and rotation rate becomes a dependent
parameter inversely proportional to rotor diameter.
For example, a rotor with a tip speed of 1,000 meters
per second and a diameter of 0.3 meter would have a
rotation rate of about 63,700 rpm. If the diameter
were made 0.6 meters instead, for this material the
rotation rate would be about 31,850 rpm.

To maximize stored energy, the designer seeks to
spin the rotor at the highest speed allowed by the
strength of the materials used. There is a trade-off
between heavier, lower-strength materials and
stronger, lighter materials. For a thin rim, the rela-
tionship between rim stress and specific energy or
energy stored per unit mass of rim is given by

KE/m = 6, /2p

where 0, 1s the hoop stress experienced by the ring in
newtons per square meter, and p is the density of the
ring material in kilograms per meter’. Thus high spe-
cific energy corresponds directly to high specific
strength: osh/p and rotors made from carbon com-
posite may be expected to store more energy per unit
weight than metal rotors.

Since energy is proportional to the square of speed,
high performance will be attained at high tip speed.
Rims produced from carbon fiber have attained top

speeds in excess of 1,400 meters per second and must
be housed in an evacuated chamber to avoid severe
aecrodynamic heating.

The flywheel rim is connected to a shaft by spokes
or a hub. The rotor experiences high centrifugal force
and will tend to grow in size while the shaft will not.
The spoke or hub assembly must span the gap
between the shaft and the rim, allowing this differen-
tial growth while supporting the rim securely. High-
speed composite rims may change dimension by
more than 1 percent in normal operation. This large
strain or relative growth makes hub design especially
challenging for composite flywheels.

Bearings support the shaft and allow the flywheel
assembly to rotate freely in applications where the
flywheel is a component in a more extensive rotating
machine, the rim and hub are supported by the shaft-
ing of the machine, and no dedicated bearings are
used. In stand-alone systems, flywheel rotors are typ-
ically supported with hydrodynamic or rolling ele-
ment bearings, although magnetic bearings are some-
times used either to support part of the weight of the
rotor or to levitate it entirely.

Compact, high-rim-speed, stand-alone flywheel
systems may require that the bearings run continu-
ously for years at many tens of thousands of revolu-
tions per minute. Smaller rotors will operate at high-
er rotation rates.
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Historically, flywheels have stored and discharged
energy through direct mechanical connection to the
load. The flywheel may be affixed to the load or may
communicate with the load through gears, belts, or
shafts. Stand-alone flywheel systems may convert
electrical energy to kinetic energy through a motor,
or convert kinetic energy to electricity through a gen-
erator. In these systems the flow of energy into and
out of the flywheel may be regulated electronically
using active inverters controlled by microprocessors
or digital signal processors.

FUTURE ADVANCES

The flywheel has become an integral energy storage
element in a broad range of applications. New
designs and innovations in current designs and
diverse opportunities for bettering flywheel perform-
ance continue to emerge.

The modern stand-alone flywheel embodies a num-
ber of sophisticated technologies, and advances in these
technologies will yield further improvement to this
class of flywheel. Flywheel progress will track develop-
ment in power electronics, bearings, and composite
materials. Power electronics such as active inverters and
digital signal processors will continue to become power
dense, reliable, and inexpensive. Rolling element and
magnetic bearings will mature to a point where
decades-long operating life is considered routine.

The energy stored in a flywheel depends on the
strength of the rotor material. Carbon fiber tensile
strength remains well below theoretical limits.
Expected increases in strength along with reduction
in cost as the use of this material expands will trans-
late into more energy dense, less expensive rotors.

Progress, which is likely to be incremental, is cer-
tain to improve the performance and energy efficien-
cy of all applications.

Donald A. Bender

See also: Bearings; Conservation of Energy; Heat and
Heating; Kinetic Energy; Materials; Potential
Energy; Storage; Storage Technology; Tribology.

BIBLIOGRAPHY

Genta, G. (1985). Kinectic Energy Storage. London:
Butterworths.

Post, R. F.; Fowler, T. K.; and Post, S. F. (1993). “A High-
Efficiency Electromechanical Battery.” Proceedings of the
IEEE 81(3).

504

Post, R. F.; and Post, S. F. (1973). “Flywheels.” Scientitic
American 229(Dec.):17.

U.S. Department of Energy. (1995). Flywheel Energy Storage
Workshop. Springfield, VA: U.S. Department of
Commerce.

FOSSIL FUELS

Fossil fuel is a general term for any hydrocarbon or
carbonaceous rock that may be used for fuel: chiefly
petroleum, natural gas, and coal. These energy
sources are considered to be the lifeblood of the
world economy. Nearly all fossil fuels are derived
from organic matter, commonly buried plant or ani-
mal fossil remains, although a small amount of natu-
ral gas is inorganic in origin. Organic matter that has
long been deeply buried is converted by increasing
heat and pressure from peat into coal or from kero-
gen to petroleum (oil) or natural gas or liquids asso-
ciated with natural gas (called natural gas liquids).
Considerable time, commonly millions of years, is
required to generate fossil fuels, and although there
continues to be generation of coal, oil and natural gas
today, they are being consumed at much greater rates
than they are being generated. Fossil fuels are thus
considered nonrenewable resources.

This article provides a brief historical perspective
on fossil energy, focusing on the past several decades,
and discusses significant energy shifts in a complex
world of constantly changing energy supply, demand,
policies and regulations. United States and world
energy supplies are closely intertwined (Figure 1).
World supplies of oil, gas and coal, are less extensive-
ly developed than those of the United States and the
extent of remaining resources is extensively debated.
Fossil fuels such as coal, natural gas, crude oil and
natural gas liquids currently account for 81 percent of
the energy use of the United States, and in 1997 were
worth about $108 billion. For equivalency discus-
sions and to allow comparisons among energy com-
modities, values are given in quadrillion British ther-
mal units (Btus). For an idea of the magnitude of this
unit, it is worth knowing that 153 quadrillion Btus of
energy contains about a cubic mile of oil. The world
consumes the equivalent of about 2.5 cubic miles of
oil energy per year, of which 1 cubic mile is oil, 0.6
cubic mile is coal, 0.4 cubic mile is gas, and 0.5 cubic
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Figure 1.

Percentage comparisons of fossil fuel production for codl, oil, and natural gas for the world exclusive of the

United States.

mile is all other forms of energy. Total oil reserves
are about 32 cubic miles of oil and total energy
reserves are equivalent to about 90 cubic miles of oil.
Quadrillion Btus can also be converted to billion bar-
rel oil equivalents (BBOE) at the ratio of about 5:1
(i.e., 5 quadrillion Btu to 1 BBOE).

Both energy consumption and production more
than doubled between 1960 and 2000, reflecting the
United States’s increasing need for energy resources
(Figure 1). In 2000 the United States was at its his-
torically highest level of both fossil energy consump-
tion and production. However, significant shifts in
domestic energy consumption and production
occurred between 1980 and 2000. Production of oil
and natural gas in the United States did not meet
consumption between 1970 and 2000.

Surprisingly, coal is the largest energy source in the

United States and the world (Figure 1), despite per-
ceptions that it has been replaced by other sources. In
1997 production of both coal (23.2 quadrillion Btus,
or about 4.6 billion barrels of oil) and natural gas (19.5
quadrillion Btus, or about 3.9 billion barrels of oil) on
an energy equivalent basis exceeded U.S. domestic oil
production (13.6 quadrillion Btus, equivalent to about
2.7 billion barrels, or 3.1 billion barrels of oil if natu-
ral gas liquids are included). Coal production in the
United States nearly doubled from 1970 to 2000
(from about 600 million tons to about 1 billion tons
produced annually). Meanwhile, petroleum con-
sumption at 18.6 million barrels of oil per day is near
the all-time high of 18.8 million barrels of oil per day
in 1978. Net U.S. petroleum imports (8.9 million
barrels of oil per day) in 1997 were worth $67 billion
and exceeded U.S. petroleum production (8.3 million
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barrels of oil per day). Concerns about petroleum
supplies, specifically oil shortages, caused the United
States to build a strategic petroleum reserve in 1977
that currently holds 563 million barrels of oil or about
sixty-three days worth of net imported petroleum.
This strategic supply is about half of the 1985 high
when the reserve would have provided 115 days
worth of net imported petroleum. Although U.S. oil
and gas production generally declined from 1970 to
1993, natural gas production has been increasing since
the mid-1980s and energy equivalent production
from natural gas exceeded U.S. oil production in the
late 1980s. Natural gas is expected to play an increas-
ing role in the United States in response to both envi-
ronmental concerns and anticipated major contribu-
tions from unconventional (or continuous) natural
gas sources requiring reductions in carbon emissions,
particularly if the Kyoto Protocol is passed by the
United States.

Due to factors such as extreme fluctuations in
commodity prices, particularly oil prices, wasteful oil
and gas field practices, and perceived national needs,
U.S. government involvement in energy markets has
been part of U.S. history from the turn of the centu-
ry. The U.S. began importing oil in 1948. The 1973
oil embargo by the Organization of Petroleum
Exporting Countries (OPEC) made a strong impact
on U.S. policy makers who responded by developing
regulations designed to encourage new domestic oil
production. A two-tiered oil pricing system was
introduced that changed less for old oil and more for
new oil. The prospect of higher prices for new oil
produced record high drilling levels, focusing on oil
development, in the late 1970s and early 1980s.
Domestic production fell dramatically in the early
1980s following oil price deregulation that permitted
world market forces to control oil prices. Since that
time, the United States has returned to a period of
reliance on oil supplied by the OPEC comparable to
early 1970s levels.

Regulations also have a strong impact on natural
gas supply, demand and prices. Exploration for and
development of natural gas historically have been
secondary to oil because of the high costs of trans-
portation, as well as a complex transportation and
marketing system that allowed for U.S.-federally reg-
ulated interstate gas pipelines but essentially unregu-
lated intrastate pipelines. The natural gas supply
shortfalls in 1977 and 1978 resulted in The Natural
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Gas Policy Act of 1978, which was designed to dereg-
ulate natural gas on a 10-year schedule. The Act also
extended U.S. federal regulation to all pipelines and
gave incentives to explore for and develop certain
classes of resources such as unconventional gas.
Section 29 of the 1980 Windfall Profits Tax provided
tax credits for coal-bed methane, deep-basin gas, and
tight-gas reservoirs. These tax credits were graduated
and substantial; for example, the tax credit on coal-
bed methane was 90 cents per million Btus and 52
cents per million Btus for tight-gas reservoirs by the
end of 1992 when the credit was terminated. The
price of coal-bed methane during the years the cred-
it was in effect ranged from $1 to $3 per million Btus.
Drilling for Section 29 gas wells increased during the
late 1980s and early 1990s, allowing drillers to estab-
lish production prior to 1993 and thus take advantage
of the tax incentive, which remains in effect for gas
produced from these wells through 2003.

By contrast, U.S. coal resources are not restricted
by supply; however, the environmental consequences
of coal use have had a major impact on coal develop-
ment. The Power Plant and Industrial Fuel Use Act
of 1978 was developed in response to perceived natu-
ral gas shortages; it prohibited not only the switching
from oil to gas in power generation plants, but also the
use of oil and gas as primary fuel in newly built large
plants. However, coal remains the least expensive
source of energy; consequently, coal has soared from
1980 to 2000. The most significant change in the use
of coal reflects compliance with the Clean Air Act
Amendments of 1990 (CAAA 90), which have strin-
gent sulfur dioxide emission restrictions. Production
of coal that complies with this Act has caused a shift
from production east of the Mississippi to west of the
Mississippi. Many western states have substantial coal
resources, particularly low-sulfur coal resources, such
as those in the Powder River Basin of Wyoming. In
fact, Wyoming has been the largest coal-producing
state since 1988. CAAA 90 allows utilities to bring
coal-fired generating units into compliance, for exam-
ple, by replacing coal-fired units with natural gas, or
by using renewable or low-sulfur coals. Conversion
to natural gas from coal in power plants, made feasi-
ble by the relatively low costs of natural gas generation
in the late 1980s and early 1990s has eroded coal’s
1990 share of 53 percent of domestic electricity gen-
eration. Clearly policy and regulations such as CAAA



90 impact U.S. coal quality issues and promote low-
sulfur coal and natural gas usage.

Many of the resource additions to natural gas will
come from unconventional accumulations, also called
continuous deposits, such as tight-gas reservoirs and
coal-bed methane. Since deregulation of the oil and
gas industry in the 1980s, policy decisions have
increasingly affected the energy industry (particularly
of natural gas) by providing tax incentives to produce
unconventional or continuous hydrocarbon accumu-
lations. However, there are associated costs. For
example, coal-bed methane is an important and grow-
ing natural gas resource, but the disposal cost of waste
water generated by coal-bed methane production is
thirty-eight times greater than the cost of disposing
waste water generated by an onshore conventional gas
well. Similarly, the electricity generated by alternative
energy sources, such as windmills near San Francisco,
is three times more expensive than electricity pro-
duced by conventional electric generators.

Increased energy use both for coal and natural gas
likely will have the greatest impact on western U.S.
federal lands because major unconventional or con-
tinuous natural gas deposits are known to exist in
Wyoming, Utah, Montana, and New Mexico. The
U.S. Geological Survey, in cooperation with the
Department of Energy, estimates that an in-place nat-
ural gas resource in the Green River Basin in
Wyoming is more than ten times larger than a recent
estimate of the entire recoverable conventional natu-
ral gas resources of the United States. However,
recoverable resources make up only a small percent-
age of this large in-place resource. These continuous
deposits are distributed over a wide area as opposed
to conventional resources that are localized in fields.
The majority of conventional undiscovered oil and
natural gas resources will likely be found on U.S.
federally-managed lands, and thus the federal gov-
ernment and policies will continue to play an increas-
ing role in energy development.

Implementation of the 1998 Kyoto Protocol,
which is designed to reduce global carbon emissions,
will have dramatic effects on fossil fuel usage world-
wide. The Kyoto Protocol mostly affects delivered
prices for coal and conversion of plants to natural gas,
nuclear and/or renewable resources. However, as
pointed out by the International Energy Agency,
increased natural gas consumption in the United
States may likely have the effect of increased reliance
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on imported oil in the short-term to fulfill trans-
portation sector needs. New technologies, such as gas
to liquid conversion, have the potential to create rev-
olutionary industrywide change. This change is con-
tingent upon sufficient commodity prices to support
the necessary infrastructure to develop underutilized
gas resources worldwide.

Some economists argue that civilization moves
toward increasingly efficient energy resources, mov-
ing from sources such as wood to coal to oil to natu-
ral gas and ultimately to non-carbon based energy
sources in 100 to 200 year cycles. Others argue for a
far more complicated process involving demand,
supply and regulations. Fossil fuels will remain criti-
cal resources well into the next century. In the mean-
time, their abundance and potential shortages are
debated.

Thomas S. Ahlbrandt

See also: Geography and Energy Use; Reserves and
Resources.
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FOURIER, JEAN
BAPTISTE JOSEPH
(1768—1830)

Every physical scientist knows the name Fourier; the
Series, Integral, and Transform that bear his name are
essential mathematical tools. Joseph Fourier’s great
achievement was to state the equation for the diffu-
sion of heat. The Fourier Series is a series of origono-
metric terms which converges to a periodic function
over one period. The Fourier Integral is the limiting
form of a Fourier Series when the period of the peri-
odic function tends to infinity. The Fourier
Transform is an analytic tool derived from the coef-
ficients of the integral expansion of a Fourier Series.
He pioneered the use of Fourier Series and Integrals
because he needed them to solve a range of problems
related to the flow of heat. Fourier was not the first
person to realize that certain trigonometric expres-
sions could be used to represent certain functions but
he did develop the systematic use of such expressions
to represent arbitrary functions.

508

BIOGRAPHY

The son of a tailor, Joseph Fourier was a member of
a large family. Both of his parents died by the time he
was nine. His education began at a local, church-run,
military school, where he quickly showed talent in
his studies and especially in mathematics. His school
persuaded him to train as a priest. While preparing to
take holy orders he taught his fellow novices mathe-
matics. Fourier may well have entered the priest-
hood, but due to the French Revolution new priests
were banned from taking holy orders. Instead he
returned to his home town of Auxerre and taught at
the military school. His friend and mathematics
teacher, Bonard, encouraged him to develop his
mathematical research, and at the end of 1789
Fourier travelled to Paris to report on this research to
the Academie des Sciences.

Inspired by what he had experienced in Paris,
Fourier joined the local Popular party on his return
to Auxerre. In later years Fourier’s involvement in
local politics would lead to his arrest. He was arrest-
ed twice but each time was granted clemency.

France lost many of its teachers during the first
years of the Revolution. One of the solutions to the
shortage of teachers was the establishment of the
Ecole Normale in Paris. Fourier, as a teacher and an
active member of the Popular Society in Auxerre, was
invited to attend in 1795. His attendance at the short-
lived Ecole gave him the opportunity to meet and
study with the brightest French scientists. Fourier’s
own talent gained him a position as assistant to the
lecturers at the Ecole Normale.

The next phase of his career was sparked by his
association with one of the lecturers, Gaspard
Monge. When the French ruling council, the
Directorate, ordered a campaign in Egypt, Monge
was invited to participate. Fourier was included in
Monge’s Legion of Culture, which was to accompa-
ny the troops of the young general Napoleon
Bonaparte (even then a national hero due to his suc-
cessful campaigns in Italy).

The Egyptian campaign failed, but Fourier along
with his fellow scientists managed to return to France.
The general Fourier had accompanied to Egypt was
now First Consul. Fourier had intended to return to
Paris but Napoleon appointed Fourier as prefect of
Isere. The prefecture gave Fourier the resources he
needed to begin research into heat propagation but
thwarted his ambition to be near the capital.



Jean Baptiste Joseph Fourier. (Library of Congress)

THEORIES OF HEAT PROPAGATION

The prevailing theory of heat, popularized by
Simeon-Denis Poisson, Antoine Lavoisier and oth-
ers, was a theory of heat as a substance, “caloric.”
Different materials were said to contain different
quantities of caloric. Fourier had been interested in
the phenomenon of heat from as early as 1802.
Fourier’s approach was pragmatic; he studied only
the flow of heat and did not trouble himself with the
vexing question of what the heat actually was.

The results from 1802-1803 were not satisfactory,
since his model did not include any terms that
described why heat was conducted at all. It was only
in 1804, when Jean-Baptiste Biot, a friend of Poisson,
visited Fourier in Grenoble that progress was made.
Fourier realized that Biot’s approach to heat propaga-
tion could be generalized and renewed his efforts. By
December of 1807 Fourier was reading a long mem-
oir on “the propagation of heat in solids” before the
Class of the Institut de France.

The last section of the 1807 memoir was a descrip-
tion of the various experiments which Fourier had

FOURIER, JEAN BAPTISTE JOSEPH

undertaken. It concentrated on heat diffusion
between discrete masses and certain special cases of
continuous bodies (bar, ring, sphere, cylinder, rec-
tangular prism, and cube). The memoir was never
published, since one of the examiners, Lagrange,
denounced his use of the Fourier Series to express
the initial temperature distribution. Fourier was not
able to persuade the examiners that it was acceptable
to use the Fourier Series to express a function which
had a completely difterent form.

In 1810, the Institut de France announced that the
Grand Prize in Mathematics for the following year
was to be on “the propagation of heat in solid bodies.”
Fourier’s essay reiterated the derivations from his
carlier works, while correcting many of the errors. In
1812, he was awarded the prize and the sizeable hon-
orarium that came with it.

Though he won the prize he did not win the
outright acclaim of his referees. They accepted that
Fourier had formulated heat flow correctly but felt
that his methods were not without their difficulties.
The use of the Fourier Series was still controver-
sial. It was only when he had returned to Paris for
good (around 1818) that he could get his work pub-
lished in his seminal book, The Analytical Theory
of Heat.

THE FOURIER LEGACY

Fourier was not without rivals, notably Biot and
Poisson, but his work and the resulting book greatly
influenced the later generations of mathematicians
and physicists.

Fourier formulated the theory of heat flow in such
a way that it could be solved and then went on to
thoroughly investigate the necessary analytical tools
for solving the problem. So thorough was his
research that he left few problems in the analysis of
heat flow for later physicists to investigate and little
controversy once the case for the rigour of the math-
ematics was resolved. To the physical sciences
Fourier left a practical theory of heat flow which
agreed with experiment. He invented and demon-
strated the usefulness of the Fourier Series and the
Fourier integral—major tools of every physical scien-
tist. His book may be seen both as a record of his pio-
neering work on heat propagation and as a mathe-
matical primer for physicists. Lord Kelvin described
the Theory of Heat as “a great mathematical poem.”

Fourier’s own attitude to his work is illustrated by
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the “Preliminary Discourse” he wrote to introduce
his book. As a confirmed positivist, he stated that
whatever the causes of physical phenomena, the laws
governing them are simple and fixed—and so could
be discovered by observation and experiment. He
was at pains to point out that his work had application
to subjects outside the physical sciences, especially to
the economy and to the arts. He had intended to
write a companion volume to his Theory of Heat that
would cover his experimental work, problems of ter-
restrial heat, and practical matters (such as the effi-
cient heating of houses); but it was never completed.

His talents were many: an intuitive grasp of math-
ematics, a remarkable memory and an original
approach. Fourier was a man of great common sense,
a utilitarian, and a positivist.

David A. Keston

See also: Heat and Heating.
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FREIGHT MOVEMENT

The history of freight movement is the history of
continuing improvements in speed and efficiency.
Customers demand speed to meet a schedule; ship-
pers demand efficiency to lower costs and improve
profitability. Efficiency for the shipper can be broken
down into three major components: equipment uti-
lization, labor productivity, and energy efficiency.
Dramatic strides in improving labor productivity,
equipment innovations, and better utilization of that
equipment have been made since the 1970s. It has
been estimated that freight industry energy efficiency
gains have saved the United States more than 15 per-
cent (3.8 quadrillion Btus) to 20 percent between
1972 and 1992. All sectors of the freight transporta-
tion industry—air, water, rail, and truck—have been
able to pass these savings on to their customers
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through lower prices and faster and more dependable
service.

THE NATURE OF FREIGHT AND ENERGY

Movement of freight accounts for one-third of all
U.S. transportation energy consumption. But if the
U.S. share of the export/import cargo shipping mar-
ket was included, the figure would be even higher.

The U.S. economy has changed drastically since
the early 1970s. There has been a great change in
shipping as well as a vast change in what is being
shipped. Though the need to ship raw materials such
as coal and minerals and basic commodities such as
farm products has grown, the shipment of compo-
nents and finished products has expanded much
more rapidly. Awareness of shifting trends is impor-
tant because each cargo industry segment has unique
needs (see Table 1).

For the majority of shipped goods, the scope and
influence of freight on an economy are often under-
appreciated because much of freight movement is
“hidden.” By the time a typical automobile is fully
assembled and delivered, it has gone through thou-
sands of transportation steps. It consists of numer-
ous basic materials and thousands of components,
all of which need to be fabricated, assembled, and
sent to the automobile manufacturer for final
assembly.

From the raw materials to the shipment of the fin-
ished product—including all the costs associated with
shipments of various components to manufacture a
product—the total cost for shipping is approximately
only 2 percent of the average cost of the product in
the United States. The shipping of the finished prod-
uct, which usually adds another 1 to 3 percent to the
selling price, is highly variable because of the tremen-
dous variations in the mass and volume of the freight
being shipped.

Of course, these costs can change with fluctua-
tions in the price of energy. When the energy crisis of
1973 drove up oil prices, transportation costs were
more affected than manufacturing costs. And the big-
ger the product and the greater the number of com-
ponents needed for it, the greater was the run-up in
freight costs. The transportation industry passed
along these higher energy costs to the customers,
making the industry a prime mover in pushing up
inflation. Likewise, as energy prices stabilized or fell
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Packages for
Service Economy

requires quick communication.

Freight Mass to Delivery Speed and Why Usual Mode and Why
Volume Ratio

Commodities Great Slowest. Speed is not Waterways and Railways.

(coal, grain, necessary. Because This is the least expensive

raw materials) customers use large means of delivery.
quantities of a commodity,
customers want a reliable
steady supply.

Perishable Food = Moderate Fast. Refrigerated transport Refrigerated Truck/Container

(meat, fish and is very expensive. or air for Fresh Fish.

produce)

Flowers Low Fast. Flowers are Air from South and Central
perishables with a very America to the United States.
short shelf life.

Manufactured Varies Fast. The just in time Truck.

Components requirements of
manufactures demand
quick dependable deliveries.

Finished Varies Fairly Fast. Delivery as quick Truck and Rail.

Products as possible for payment as
soon as possible.

Spare Parts Varies Usually fast. It is extremely Air and Truck.
important to keep equipment
fully utilized.

High Value Moderate Speed and the prevention of Air. Low volumes and greater

Goods (gold, pilferage is foremost. security precautions.

diamonds, jewels)

Documents and Low Very fast. The service economy Air.

Table 1.
Cargo and How It Is Moved

The wide variety of freight and the wide variety of needs favors a wide variety of different transportation modes. Although the railways and waterways

move greater tonnage, trucking commands more than 80 percent of freight revenue.

through most of the 1980s and 1990s, the cost of
freight transportation stabilized or fell as well.

The railways and waterways should continue to
secure a larger share of the freight transportation
market due to the energy efficiency advantages they

command. Studies have found that railways can
move competitive traffic at a fuel saving typically in
the range of 65 to 70 percent compared with trucks
(Blevins and Gibson, 1991) (see Table 2).

Although freight modes differ in propulsion sys-
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Mode Typical Propulsion Customer Typical Mileage Energy
Capacity System Price/Speed for Speed in (ton-miles Consumption
Shipping United /gallon) (Btu/ton-mile)
(40x 8 x 8 States
container size) 1975 2000 1975 2000
Container 82,000 Large $500 Port-to-Port 24 knots 182 230 est. 550 400
Ship tons Diesel charge for container
transported 2000
miles in 4 days
Container 7,000 Large $700 Door-to-Door 60 to 70 185 380 685 370
Train tons Diesel Intermodal mph (a)
Container, Los
Angeles to Chicago
in 50 hours
Truck 35 Diesel $1,500 Door-to- 65 mph 44 44 2,800 2,800
tons Door, Los Angeles
to Chicago in
40 hours
747-400 100 tons  Jet Engine $66 for 20 lb. 500 mph 3 6 est. 42,000 19,150
Cargo package
Aircratft overnight
Table 2.

Energy Requirements for Freight Transportation

Much higher energy costs for the air and trucking industries are passed along in the form of higher rates, rates customers willingly pay for faster service.
However, when crude oil prices more than doubled between 1998 and 1999 (fuel costs increased by about $200 million from 1998-1999 to 1999-2000 for
Federal Express), both air freight and trucking operations resisted raising rates fearing competition from waterborne shipping and railroads, which

have been closing the faster-services advantage.

Note: (a) The less vibration resulting from welded rail makes higher speed travel possible.

tems, resistance encountered, and speeds traveled,
waterborne shipping and railroads will always have an
inherent energy efficiency advantage over trucking for
several reasons. First, propulsion becomes more effi-
cient the longer the ship, train, or truck. When a truck
adds a second or a third trailer (where allowed by
law), it can double or triple the tonnage transported
for only an incremental increase in fuel consumption.
Thus, on a ton-miles-per-gallon basis, a large truck
will be more energy-efficient than a small truck, a
large ship more than a small ship, and a large plane
more than a small plane. Second, trucks must possess
the reserve power to overcome gravity; the need to
negotiate grades that are usually limited to 4 percent,
but that can reach as high as 12 percent. This “back-
up” reserve power is more easily met by locomotives
and is not needed for the gradeless waterways. Third,
weight reduction for trains and trucks is more impor-
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tant because it lowers the need for the reserve power
needed to change speeds and climb grades. However,
much more energy goes into propelling the non-
freight component of the truckload than the trainload.
And finally, trucks are at a distinct disadvantage in
terms of air and rolling resistance. Locomotives and
container ships move at slower speeds and present a
greater frontal area in relation to the volume and mass
of the load, so the amount of additional energy need-
ed to overcome air resistance is only a fraction of what
a truck encounters; moreover, rolling resistance is far
less for a steel wheel rolling on a steel rail than for a
truck tire on a paved road.

Some of trucking’s disadvantage relative to ship-
ment by water or rail can be explained by the type of
product shipped. As more heavier freight is moved
by rail, low-weight voluminous shipments continue
to command a larger share of trucking freight. So



although the volume of freight moved by trucks has
increased, the energy intensity (ton-miles per gallon)
of trucking has stayed the same. There have been
technical improvements in trucking (e.g., better
engines, less resistance), but they have been offset by
shipment of less dense goods that fill up trailer space
well before reaching the truck’s weight limit;
increased highway speeds, resulting in greater aero-
dynamic drag; and slow turnover among trucking
tleets. Taking the differences of freight in mind, one
study found that rail shipment achieved 1.4 to 9
times more ton-miles per gallon than competing
truckload service (Department of Transportation,
1991). This estimate includes the fuel used in rail
switching, terminal operations (e.g., loading and
unloading a 55-foot trailer weighing approximately
65,000 pounds), and container drayage (e.g., truck-
ing freight across town from one rail terminal to
another).

Trucking also lacks the flexibility of rail shipment.
If a railroad has to ship many lightly loaded contain-
ers, the railroad can simply add more train cars.
Moreover, railroads can add train cars with only
an incremental increase in fuel consumption.
Constrained by regulations limiting trailer number,
length, and weight, the same flexibility is not avail-
able to trucks.

THE ERA OF TRUCKING

Of all transportation options, trucking commands a
lower share of ton-miles per gallon shipped than by
rail or waterway, yet if considering only the volume
of goods shipped, the percentage moved by truck
would be much greater than by railway or waterway.
In 1997 alone, trucks logged more than 190 billion
miles, a 135 percent increase from 1975.

The ability of the trucking industry to thoroughly
dominate transportation from 1960 until 1980 began
to become apparent shortly after the conclusion of
World War II because of four very favorable market
conditions: (1) the shifting of freight away from mil-
itary to commercial; (2) the building and completion
of an extensive interstate highway system speeding
delivery; (3) the decision of companies to expand and
relocate facilities away from city centers and near
interstate highway loops; and (4) the inability or
unwillingness of railroads to adapt to these changes.

Trucking grew unabatedly until the energy crises of
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the 1970s. In an era of cheap energy and extensive
interstate highways, trucking could offer speedy
dependable service at a very competitive price. The
only area in which trucking could not compete effec-
tively with rail was for heavy commodities such as coal
and grains. Railroads had a huge energy advantage, yet
for many reasons—some beyond their control—could
not adapt to the more competitive environment.

By the 1980s it was apparent that the real threat to
trucking dominance was not the railroads but con-
gestion. Highway congestion started to significantly
worsen during the late 1970s and early 1980s, eroding
much of the speed advantage and the accentuating
the energy and labor productivity disadvantages of
the railroads. Congestion continued to increase
through the 1980s and 1990s, and it promises to
worsen in the future. It has been estimated that
growing traffic congestion might lower the on-road
tuel economy of trucking by up to 15 percent by 2010
(compared to 1990), and the labor productivity of
trucking will drop as well, as more time is spent stuck
in traffic rather than moving freight.

Air quality suffers from this increasing congestion
as well. Motor vehicles create the majority of air
quality problems in urban areas, so for cities to com-
ply with stringent ambient air quality standards, they
will have to reduce motor vehicle emissions.
Trucking accounts for only 4 percent of the U.S.
motor vehicle fleet, yet can easily be responsible for
30 to 40 percent of the air quality problems because,
in comparison to automobiles, the fleet is far older, is
driven far more miles each year, and the emissions
per vehicle are far greater.

Another congestion-related problem facing truck-
ing is safety. Although crashes per mile decreased
almost 50 percent from the 1970s to 2000, each year
more than 5,000 people die in accidents involving
trucks. Much of the reason for these accidents has
been attributed to unsafe trucks, high speed limits,
and driver fatigue. In 1997, trucks were involved in
for 22 percent of the motor vehicle fatalities (exclud-
ing single-car accidents) in the United States.

For the economy as a whole, traffic jams in the ten
most congested U.S. cities cost more than $34 billion
a year, according to Texas Transportation Institute. In
recognition of the part that trucking plays in
this congestion problem, Congress instituted
the Congestion Mitigation and Air Quality
Improvement Program as part of the Internodal
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Regulation or Subsidy

Distortion

Federal regulation of railroad rates to ensure that

railroads did not unfairly use their monopoly power.

Property tax abatements encouraging companies to
locate and expand in suburban and rural areas.

Public funding for road and highway construction
and reconstruction. Federal highway funding alone
was $217 billion in 1998.

City and state subsidies in the bidding war for the
next generation of ports.

Anti-trust law that discourages railroad
communication and cooperation necessary to make
intermodal transportation work.

Allowed trucking companies to cherry-pick the
most desirable traffic, leaving more volume of
the less desirable traffic to the railroads.
Repealed 1981.

If they did not make the siting decision for
property tax saving reasons, efficient
transportation would have been a higher
priority. Started in 1960s and more prevalent
now than ever.

Although truckers pay road and fuel taxes, it
pays only a small fraction of the cost of safety
inspections and road damage from trucking.
The taxes paid/benefits received imbalance
has only grown through the years.

The ship lines will make redevelopment
decisions based more on who offers the bigge
subsidy rather than the best rail links.

Without any coast-to-coast railroads, the
railroads must cooperate to deliver containers
across country.

Table 3.

Regulations and Subsidies That Have Distorted Energy Use in the Freight Transportation Market

Surface Transportation Efficiency Act of 1991
(ISTEA). A major goal of this program is to move
more of the truck traffic to rail as a means of reducing
congestion, improving air quality, and saving energy.

The trucking industry has been trying to make up
for the growing labor and energy-efficiency advan-
tages of the railroads by pushing for favorable legisla-
tion to raise the maximum workweek from sixty to
seventy-two hours, gain higher weight limits, and
allow more multi-trailers. These dynamics are mov-
ing the industry into what economist Michael Belzer
calls “sweatshops on wheels.”

Yet despite all the problems associated with the
190 billion miles logged by truckers each year, trucks
are vital because they offer an unmatchable service:
door-to-door delivery. Companies are located every-
where from city centers to distant suburban locations
and rural areas, so the door-to-door railway delivery
is not even an option for most businesses. Even if the
United States made massive investments in railway
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infrastructure and raised the taxes of the trucking
industry to fully account for its contribution to road
and environmental damage, the mismatch of rail-
roads to customer needs ensures that there always
will be a great need for trucking. Except for the com-
modities and basic-materials industries, few other
companies since the 1950s gave rail transportation a
high enough priority in expansion and relocation
plans. The corporate exodus from the cities long ago
cemented many freight transportation and energy use
patterns that are nearly impossible to change.

INTERMODALISM

It 1s a tedious, difticult debate to compare the advan-
tages of one freight mode over another. Each mode
has its distinct advantages. The important thing for
most nations is to try to make each mode as efficient
as possible. If each transportation mode can become
equally efficient, and if government policy does not
distort the market, the market will fairly dictate the



most efficient way to move freight (see Table 3). All
else being equal, it usually will be the most energy
efticient choice too.

As the freight transportation industry moves into
the twenty-first century, the greatest potential for
improving efficiency is found along the railways
because rail is the centerpiece in the evolution toward
intermodalism. The intermodal industry consists of
all modes of transportation working together to ship
goods, whether it be via rail carrier, sea vessel, air
transporter, or truck. Each mode has one thing in
common: the delivery of a consignee’s goods directly
to the final destination, regardless of how the goods
were originally shipped.

The first piggyback move, now called intermodal,
came about when the Barnum & Bailey Circus went
from state to state and town to town on a special train
of flat railroad cars in 1872. Today this is referred to as
a dedicated train. The cars were loaded with the tents,
animals were put in caged containers, and passenger
cars were hooked behind them carrying all of the circus
personnel and wares. When the “circus train” arrived at
the desired destination, the circus personnel would
then untie the cables that secured the containers to the
cars, back up a large portable ramp that was ten feet
wide and approximately sixty feet long with a twenty
degree angle, and attach it to the train where the loco-
motive was disconnected. The container cage would
have wheels mounted under the container so that a
tractor could back up to the ramp and attach to the con-
tainer, pulling the container down for unloading. The
same operation would also be used for loading,.

Intermodal Evolution

To capitalize on the energy-eftficiency advantages
of intermodal freight movement, and also to come
closer to matching the speed and reliability of truck-
ing, the railroads had to overcome the equipment and
infrastructure problems plaguing the industry, the
aversion to cooperate in developing intraindustry and
interindustry standards to achieve coast-to-coast
delivery, price inflexibility due to regulation, and the
reluctance to cooperate and customize equipment
and processes to meet the needs of customers.

Prior to the containerization movement, work at
ports and railyards was very slow and labor-intensive
because much of the freight being moved entailed
unprotected palleted cargo from ships and less-than-
carload freight moved in boxcars. It took a lot of
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human energy to load and unload cargo in this man-
ner and the upstart trucking industry had huge labor
productivity advantages over the railroads.

The most important step in making intermodal
shipment possible was the development of container
standards and lifting equipment to meet the needs of
ship lines and railroads. When Mi-Jack and the Santa
Fe Railroad introduced a reliable overhead rubber-
tired crane in 1963 to the piggyback (intermodal)
industry, it started to take shipping out of the dark
ages as loading or unloading times went from 45
minutes per load (circus ramping) to 2.5 to 3 minutes
(rail terminal operators in 2000 guarantee the rail-
roads 1 to 1.5 minutes per lift). All the associated
operating costs and personnel requirements of circus
ramping were eliminated as the new lift equipment,
whether it be a sideloader (forklift truck) or a mobile
gantry crane, greatly reduced energy requirements.

Although the containerization of cargo dates to the
1920s and earlier, the movement really accelerated
during World War II, when the U.S. Armed Forces
started to use containers to ship top-priority supplies
because the cargo could be kept secret, handled less,
and loaded and unloaded faster from truck to rail to
sea vessel. Prior to containerization, pilferage was
high because most freight was exposed and stacked
on a 4-foot-square pallet for shipment.

After World War II, Malcolm McLean recognized
the huge potential of containerization for the com-
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Mode Cost

Double-Stack Container 30 cents per mile
Piggyback Trailers on Spines 40 cents per mile
Truckload Highway Carrier 75 cents per mile

Table 4.

An example of costs for 1,000 mile haul

Although rail costs are route specific and vary tremendously, shipping by
double-stack container is usually the most economical option, largely
reflecting the energy savings. The energy-related advantage of the
double-stack over the piggyback trailer comes from more cargo
weight per rail car (“leaving the wheels behind,” stacking, and lighter
cars). As a result, a train can carry more cargo without increasing
length (more cargo per 6,000 ft. of train). Trains also suffer less air
resistance since double-stack sits lower. However, when drayage
(local trucking) is expensive (up to $4.00 per mile in some areas),
much of the economic advantage of intermodal shipping using dou-
ble-stack containers is negated.

mercial market. McLean, who was in the trucking
industry at that time, purchased two surplus sea ves-
sels and started his own shipping company, SeaLand,
first shipping fifty-eight containers from New York
to Houston on April 26, 1956. Shipping would never
be the same. SeaLand became very successful quick-
ly, and eventually other shipping lines, such as
Matson, also began to ship containers, in 1958. By the
early 1960s every shipping line in the world was han-
dling containers to ship cargo.

By using railroads to transport their containers, the
shipping lines discovered in the 1960s that they could
bypass the costly Panama Canal in going from Japan
to Europe. The container could be transported from
the Pacific coast port to the Atlantic coast port and
placed on an awaiting ship, improving in-transit time
and vastly reducing the cost of shipping and fuel. This
is called the landbridge, which difters from the micro-
bridge, wherein the container is loaded on a ship in
Japan, unloaded onto a Santa Fe container car in San
Francisco for delivery in Chicago, and then unloaded
to a chassis for trucking to its final destination.

However, the containerization movement still had
a major problem: standardization of equipment. It
was very difficult to get the various shipping lines to
agree on a standard container corner casting that any
spreader on the crane could handle to facilitate the
loading and unloading of the container. Matson and
SealLand were reluctant to change their design to the
1965 standards of the International Standard
Organization and the American Standard Association
(ISO-ASA). It took a major effort of the lifting equip-
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ment manufacturers Drott and Mi-Jack, with the help
of railroads, to finally start converting all containers to
the new standards a few years later. During the inter-
im, Mi-Jack designed a special cobra-head latch that
could accommodate all three corner castings (each
required a different picking point to lift).

Another major innovation was the introduction of
the double-stack car by Southern Pacific in the late
1970s. The shipping lines realized the economic
advantages of shipping two or three containers on a
double-stack car. Because it was in essence a skeleton
frame, it weighed much less than a conventional con-
tainer on flat car (COFC). In the process, significant
weight reduction of the container itself was achieved.
Lighter containers carried on lighter double-stack cars,
with a better aerodynamic profile than piggyback trail-
ers, dramatically improved railroad energy efficiency.

Charlie Kaye, the President of XTRA, wisely took
advantage of railroads shortage of capital by having
XTRA lease containers and trailers to the railroad on a
per-diem basis in the early 1960s. For the railroads, it
was a good arrangement. By using a leasing company
for trailers and container equipment, it freed up capital
to invest in new locomotives and track improvements.

In the early 1980s, Don Oris of American President
Lines followed Kaye’s lead. This shipper purchased its
own double-stack railroad cars and did not rely on rail-
roads to furnish equipment for shipping containers
from the West Coast. Because it was now involved in
both sea and rail transport, American President Lines
saw the benefit of modifying the double-stack car
design to fit all lift equipment at port and rail terminals.

Leasing became so popular that by the 1990s, rail-
roads could bid among many leasing companies for
the various types of equipment required. This leasing
movement, and the start of the boom in imports,
marked the beginning of railroads shipping more
containers than trailers. The 1980 balance of 40 per-
cent containers and 60 percent trailers began to
change, shifting to 60 percent containers and 40 per-
cent piggyback trailers by 1998.

Largely due to stifling regulations, the railroads
had no other choice but to lease equipment. In the
carly 1970s the rate of return for the rail industry was
in the 1 to 2 percent range, and bankruptcy was com-
monplace. By the mid-1970s, 25 percent of the
nation’s rail miles had to be operated at reduced
speed because of dangerous conditions resulting
from lack of investment in infrastructure.



It took the combination of the Staggers Act of 1980
deregulating the railroads and the boom in imports
starting in the 1980s for the railroads to be confident
that they could recoup their investments in termi-
nals, lifting equipment, new lightweight trailers on
flat cars (TOFC) and double-stack cars, and energy-
efficient locomotives. New terminals were designed
for handling TOFC-COFC as well as very sophisti-
cated lift equipment for loading trailers and contain-
ers weighing 40,000 to 60,000 pounds. This equip-
ment had to operate every 1.5 to 2 minutes, five to
seven days a week, working eighteen to twenty hours
per day depending on the volume at the terminal.

Equally impressive was the introduction of new
locomotive technology. For approximately the same
fuel economy, a top-of-the-line locomotive in 1997
could generate twice the horsepower, pull more than
twice the load, and reach a top speed 5 mph faster (75
mph) than a top-of-the-line locomotive in 1972. The
better locomotives and lighter double-stack cars of
the 1990s could replace as many as 280 trucks from
the roadways for every 6,000 ft. train.

As intermodal shipping increased in volume, each
mode of transportation realized that it needed to
cooperate with competitors to increase the volume of
freight. Mike Haverty, president of the Santa Fe
Railroad in 1989, convinced two major truck carriers,
J. B. Hunt and Schneider International, which previ-
ously were major competitors of the railroads, to
become their shipping partners. Both agreed to put
piggyback trailers on TOFC cars for trips greater
than 500 miles for customers who required delivery
within ten to fourteen hours. By 1992 Hunt realized
the benefits of leaving the wheels behind, and began
a transition to container and double-stack operations.

Railroads also entered into contracts with shipping
lines to deliver containers after they were unloaded at
ports. Again, truckers were working with shipping
lines and airlines, as well as railroads, to deliver con-
tainers or trailers to their final destination. Each of
the modes of transportation needed the other to
complete the seamless delivery of freight from point
of origin to final destination.

All these favorable dynamics were responsible for
intermodal volume growing from 3 million contain-
ers and trailers in 1980 to nearly 9 million in 1998, as
railroad customer rates fell from approximately 3.2
cents to 2.5 cents per ton-mile (1.5 cents if adjusted
for inflation).

FREIGHT MOVEMENT

Trucks line North Capitol Street in Washington, D.C., as they con-
voy toward the U.S. Capitol on February 22, 2000. Hundreds of
trucks entered the district to protest a steep rise in diesel fuel
prices. (Corbis Corporation)

Future of Freight: Reducing Bottlenecks

If energy prices remain stable, customer rates will
continue to fall as the freight transportation industry
gets bigger and faster. On the equipment front, the
trend is for bigger container ships, more powerful
locomotives, and more multi-trailered trucks, regula-
tions permitting. On the logistics front, there is cer-
tain to be more consolidation and cooperative efforts
of railroad, shipping lines and truck carriers to reduce
energy requirements and expedite cargo delivery.
However, expansion and consolidation are not going
to solve all freight transportation problems. To han-
dle ever greater and faster-moving volume, the
freight industry will have to find solutions to bottle-
neck problems.

The benefits of eliminating bottlenecks are
twofold: energy efficiency and speedier deliveries. In
the air freight area, hub-and-spoke systems are very
efticient because large carriers such as Federal Express
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A tugboat escorts a cargo ship in the Panama Canal. (Corbis Corporation)

have the volume and an efficient hub facility to
quickly move freight through the terminal. The same
is true for some of the major interstate trucking firms.
Intermodal rail and shipping industries are a bit dif-
ferent: it takes a great deal of cooperation for different
companies to share facilities and coordinate activities.
Going big is certain to help ton miles per gallon
fall for sea vessels. The new container sea vessel
March Regima can ship more than 8,000 TEUs (one
TEU is equivalent to one 20-foot container), and
even larger vessels are planned to handle 10,000
TEUs. These new vessels will be more than twice the
size of the average medium-size to large-size con-
tainer sea vessel of the 1990s, such as the Ckass C10,
which can ship 4,500 TEUs, with 45,000 hp to travel
at 22 knots to 25 knots, or the Class 11 container sea
vessel, which can ship 4,800 TEUs requiring approx-
imately 66,000 hp to travel at 25 knots to 30 knots.
To realize even greater efficiency with these large
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vessels, new port terminals are being designed to
eliminate storage areas there and to provide faster
loading and unloading sequences that will enable a
ship to depart as quickly as possible. Depending on
the size of the vessel, the cost to be in port can be as
low as $5,000 per hour or as high as $15,000 per hour.
These new ports will do away with the need to have
ship-to-shore cranes unload containers on chassis, to
be driven to a storage area at the port for pickup.
Instead, loading and unloading of containers directly
from vessels and railcars will eliminate extra steps in
the process, dramatically cutting the time a larger-
container vessel needs to be in port. Ports will be
handling much more traffic in much less space.
Joint ventures such as the revitalization of the
Panama Canal Railway—a 47-mile railroad running
parallel to the Panama Canal and connecting ports on
the Atlantic and Pacific Oceans—should be more
common. Kansas City Southern Railroad and Mi-



Jack Products, a U.S. Class 1 railroad and North
America’s leading independent intermodal terminal
operator, respectively, have invested $60 million for
start-up expenses to revive and modernize the 143-
year old first transcontinental railroad of the
Americas. Fully operational in 2000, the revitalized
railroad provides an efficient intermodal link for
world commerce and complements the existing
transportation provided by the canal, the Colén Free
Trade Zone, and the port terminals.

This landbridge for the Americas reduces truck
traffic on the major highway between Balboa and
Colén by operating continuously, with a capacity for
ten trains running in each direction every twenty-four
hours. The new line accommodates locomotives and
rolling stock capable of traveling at speeds of up to 65
to 95 km/hr, reducing energy requirements as well as
emissions. The fine-tuned coordination of this port-
to-port rail transport system, which allows railcars to
pull up alongside vessels, helps the two coastal ports
work like one enormous hub. Since the Panama
Canal cannot handle the growing fleet of larger-con-
tainer ships, this giant port-to-port terminal could
eventually handle the majority of container traffic.

In the United States, the most important step being
taken by railroads to relieve congestion bottlenecks is
a new major hub terminal that would eliminate
crosstown drayage. The through-port terminal will
have a rail-mounted crane straddling ten or more
tracks with the capacity to immediately select any
group of containers to transfer from one train to
another. For example, a westbound and an eastbound
train arrive at the through-port terminal. Designated
containers going east are on the westbound train.
They will be transferred to the eastbound train for
final destination. The same procedure will be per-
formed for north and south, northeast and southeast,
etc. The interchange, which normally would have
taken one to three hours to unload a container or trail-
er and deliver it across town to an eastbound terminal
from a westbound terminal, will now take only min-
utes using the through-port interchange operation.

Another alternative being considered is the in-line
terminal design. This design consists of a trackside
operation and storage area along trackside, in-line
with the ramping and deramping operation of han-
dling containers and trailers. It will also include one-
way traftic on each side of the storage area. Truck
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THE WAYS OF MAJOR EXPORTERS

Unlike the United States, countries such as
Japan and China are far greater exporters than
importers, and they site manufacturing facilities
with easy access to waterways. Many of the
ports operate as effectively as U.S. ports, but the
intermodal operations needed for fast, depend-
able overland service lag well behind U.S. oper-
ations.

drivers will be in and out of the terminal with their
cargo in fewer than ten minutes, whether they are
picking up or delivering containers or trailers. The
gate dispatcher will now act as a traffic controller,
similar to those used in the airline industry, and will
be responsible for guiding the truck driver and
freight to the delivery site of the trailer or container
as well as the yard section or storage area location.
With present terminal design, it takes approximately
thirty minutes to two hours to pick up or deliver a
trailer or container, from the arrival at the entrance
gate to the delivery of the container and the driver’s
exit of the terminal. With an in-line terminal design,
an intermodal truck driver’s time will be more pro-
ductive than that of the nonintermodal counterpart,
who usually spends approximately 25 percent of the
time waiting to load and unload.

Railroads also will need to do a better job of cater-
ing to customer needs so that customers choose inter-
modal transport for all shipping greater than 500 miles
and not just for longer distances. United Parcel
Service (UPS) was an early intermodal pioneer using
piggyback to ship freight in the 1960s, and has contin-
ually encouraged railroads to invest in lifting equip-
ment, railroad cars, and terminal infrastructure to
improve ramping and deramping. To this day, it is still
one of the largest customers shipping trailers in the
intermodal industry. However, UPS is in the trans-
portation business. For intermodal to expand signifi-
cantly, the industry has to convince major industry of
intermodal’s benefits. “How close is the nearest inter-
modal terminal?” will need to become a top industry
priority for expansion plans. More companies need to
adopt a variation on the mine-mouth-to-boiler think-
ing of utilities for constructing new coal-fired power
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“Don’t cool it, cover it” is the latest trend in
transportation. Shipping temperature-sensitive
refrigerated cargo has always been one of most
expensive means to move freight. Just to run a
compressor to refrigerate an 800 cubic foot trailer
for three days can take more than 70 gallons of
diesel fuel. Aside from fuel, refrigerated units
must have regularly scheduled maintenance
performed as well, which is why the shipping
price to move a refrigerated trailer cross-country
can be three or more times that of using a
dry trailer. For companies in competitive

marketplaces, this is a burdensome cost to
absorb.

The Cargo Quilt was developed to offer an
alternative, to drastically lower the cost of moving
temperature-sensitive  cargo by  avoiding
refrigeration. After the freight is loaded on a dry
trailer or container, the Cargo Quilt, which works
similarly to a thermos bottle, is draped over the
cargo. Depending on the bulk of the shipment, it
can maintain the temperature—whether hot or
cold—from five to thirty days. And because there
are no mechanical parts that can malfunction (e.g.,
thermostat or compressor), there is no chance of
spoilage.

NOVEL ENERGY SAVINGS: QUILTING INSTEAD OF REFRIGERATING

Some ultra-temperature-sensitive cargo will
always need refrigeration, yet the manufacturer of
the Cargo Quilt estimates that up to 50 percent of
temperature-sensitive freight currently serviced by
refrigerated trailers and containers could use a
Cargo Quilt in a dry trailer at substantial savings.
And as each mode of freight transportation lowers
its guaranteed in-transit time, this percentage will
continue to rise.

Quilts also reap savings by allowing the
intermixing of chilled, frozen and freezables
within the same mechanical trailer. Oscar Meyer
Company uses a chilled unit for the majority of its
meat products, yet needs to keep four to six pallets
of turkey nuggets frozen as well. It achieves a dual-
temperature zone container by covering the frozen
turkey nuggets in a PalletQuilt. All the perishables
arrive as loaded: some chilled, some frozen.
Coors, Nestlé and Anheuser-Busch are just a few
of the other major corporations that have switched
to the Cargo Quilt and dry trailers.

Who would have ever thought that the Cargo
Quilt, which has nothing to do with improving
propulsion or reducing resistance, would turn out
to be one of the most promising energy-conserving
transportation innovations of the 1990s?

plants. The closer the intermodal terminal, the less of
a concern is trucking and traffic congestion.

Railroads are expected to become more aggressive
in moving away from their middleman status as
intermediary to trucking and shipping. However, the
mountainous debt taken on due to railroad mergers
and acquisitions in the late 1990s brings into question
railroads’ ability to make future investments in infra-
structure and marketing channels.

Intermodal service must improve for corporations
that adopted just-in-time inventory in the 1980s and
1990s. Many companies feel that the benefits of keep-
ing minimal stock are worth the premium price paid for
taster door-to-door delivery by truck, which is a major
reason why truck freight revenues remain at more than
80 percent of the country’s total freight revenues.
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There is a grave transportation risk in relying on
just-in-time production methods. Any freight trans-
portation system breakdown can be catastrophic for
companies and nations. If key parts get stuck at the
border, or if a natural disaster destroys a highway or a
rail line, some factories might have to close down,
others write off permanent losses. And if it is a com-
ponent for an essential product or service, the ripple
eftect could cost the economy billions of dollars.

Automobile companies are major users of just-in-
time methods, coordinating the delivery of thousands
of parts from many different suppliers. A transporta-
tion delay of a few hours for one part could shut
down an assembly line for half a day.

For the intermodal equipment and infrastructure
investments to fully pay off; and to grab a larger share



of just-in-time freight, will require further computer-
ization improvements in tracking and processing
equipment for the industry, as well as by the U.S.
Customs Service. Although the 1980s transition from
pen and paper to computerization by Customs has
helped speed intermodal traffic, the tripling of imports
from 1985 to 2000 put tremendous strain on the com-
puter system used to process container shipments.
This system, which is being upgraded, has created
costly shipment delays for companies relying on just-
in-time production methods. And there remains the
fear of a major computer system breakdown that might
take weeks to resolve and that would cost many com-
panies billions of dollars as goods are not transported
and as assembly plants are idled waiting for parts.

The intermodal industry seems to be addressing
all these challenges and is highly likely to continue to
grow and shift more freight toward rail because of
the large advantages over roadways in safety, conges-
tion, pollution, noise, land use, and energy con-
sumption. Nothing is more energy-efficient than
moving goods intermodally, and nobody does it bet-
ter than the United States. Government and business
people from around the world come to America to
watch, learn, and marvel at the way the difterent
modes cooperate to deliver cargo so efficiently.

John Zumerchik
Jack Lanigan, Sr.

See also: Air Travel; Government Approaches
to Energy Regulation; Government and the
Energy Marketplace; Locomotive Technology;
Propulsion; Ships; Tires; Traffic Flow Man-
agement; Transportation, Evolution of Energy
Use and.
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FUEL CELLS

A tuel cell is equivalent to a generator: it converts a
fuel’s chemical energy directly into electricity. The
main difference between these energy conversion
devices is that the fuel cell acccomplishes this direct-
ly, without the two additional intermediate steps,
heat release and mechanical motion.

A fuel cell has two basic elements: a fuel delivery
system and an electro-chemical cell that converts the
delivered fuel into useful electricity. It is this unique
combination that enables fuel cells to potentially
offer the best features of both heat engines and bat-
teries. Like batteries, the cell generates a dc electric
output and is quiet, clean, and shape-flexible, and
may be manufactured using similar plate and film-
rolling processes. By contrast, the fuel delivery sys-
tem ensures that fuel cells, like heat engines, can be
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Figure 1.
Timeline of major fuel cell milestones.

quickly refueled and operate for long periods
between stoppages.

“Fuel cell” is an ambiguous term because,
although the conversion occurs inside a fuel cell,
these cells need to be stacked together, in a fuel cell
stack, to produce useful output. In addition, various
ancillary devices are required to operate the stack
properly, and these components make up the rest of
the fuel cell system. In this article, fuel cell will be
taken to mean fuel cell system (i.e., a complete stand-
alone device that generates net power).

HISTORICAL INTEREST IN FUEL CELLS

Although fuel cells were invented over 150 years ago,
Figure 1 reveals that there have been only a few key
milestones in fuel cell development. For this reason
they have only recently attracted significant and
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widespread interest from governments, research lab-
oratories and major corporations. Two developments
are behind this shift: impressive recent technology
advances, and growing concern over the state of the
environment.

For many years after their invention in 1839 by an
English lawyer, Sir William Grove, fuel cells were
little more than a laboratory curiosity because their
performance was unreliable and few uses could be
found for them. With rapid developments in elec-
tricity during the late 1800s it is surprising that fuel
cells did not manage to compete with electrochemi-
cal batteries or generators as a source of electricity.
In retrospect, the invention of the automobile in
1885 could have stimulated fuel cell development
because a battery’s limited energy storage makes it
unsatisfactory for transportation. However, the
internal combustion engine was introduced soon



after the fuel cell, managed to improve at a faster rate
than all alternatives, and has remained the prime
mover of choice.

It was not until the 1960s that fuel cells successful-
ly filled a niche that the battery or heat engine could
not. Fuel cells were the logical choice for NASA’s
Gemini and Apollo Programs because they could use
the same fuel and oxidant that was already available
for rocket propulsion, and could generate high-qual-
ity electricity and drinking water in a relatively light-
weight system. Although this application enabled a
small fuel cell industry to emerge, the requirements
were so specific, and NASA’s cost objectives were so
lenient, that fuel cells remained, and still remain, a
minor power source.

This situation is beginning to change because
recent years have seen impressive progress in reduc-
ing the size and cost of fuel cell systems to the point
where they are now considered one of the most
promising “engines” for the future. Simultaneously,
increased concerns over climate change and air qual-
ity have stimulated many organizations to fund and
develop technologies that offer significant environ-
mental benefits. Their high efficiency and low emis-
sions make fuel cells a prime candidate for research
tunding in many major industries, particularly as
major growth is expected in developing nations,
where energy is currently produced with low effi-
ciency and with few emissions controls. In fact, if
tuel cells are given the right fuel, they can produce
zero emissions with twice the efficiency of heat
engines.

Although environmental trends are helping to
drive fuel cell development, they are not the only
drivers. Another is the shift toward decentralized
power, where many small power sources replace one
large powerplant; this favors fuel cells since their
costs tend to be proportional to power output,
whereas the cost per kilowatt ($/kW) for gas turbines
increases as they are shrunk. Moreover, the premium
on high-quality electricity is likely to increase in the
tuture as the cost of power outages rises. Fuel cells
that generate electricity on-site (in hotels, hospitals,
financial institutions, etc.) from natural gas promise
to generate electricity without interruption and,
unlike generators, they can produce this electricity
very quietly and cleanly.

At the other end of the power spectrum, there is
increasing interest in fuel cells for small electronic
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appliances such as laptop computers, since a high
value can be placed on extending the time period
between power outages. It is possible that a small
ambient-pressure fuel cell mounted permanently in
the appliance would allow longer-lasting hydrogen
cartridges or even methanol ampoules to replace bat-

tery packs.

ELECTRICITY PRODUCTION BY A FUEL CELL
Fuel Cell Stack

As with a battery, chemical energy is converted
directly into electrical energy. However, unlike a bat-
tery, the chemical energy is not contained in the elec-
trolyte, but is continuously fed from an external
source of hydrogen.

In general, a fuel cell converts gaseous hydrogen
and oxygen into water, electricity (and, inevitably,
some heat) via the following mechanism, shown in
Figure 2:

1. The anode (positive pole) is made of a material
that readily strips the electron from the hydro-
gen molecules. (This step explains why hydro-
gen is so important for fuel cell operation; with
other fuels, it is difficult to generate an
exchange current because multiple chemical
bonds must be broken before discrete atoms can
be ionized).

ii. Free electrons pass through an external load
toward the cathode—this is dc electric current—
while the hydrogen ions (protons) migrate
through the electrolyte toward the cathode.

iii. At the cathode, oxygen is ionized by incoming
electrons, and then these oxygen anions com-
bine with protons to form water.

Since a typical voltage output from one cell is
around 0.4-0.8 V, many cells must be connected
together in series to build up a practical voltage (e.g.,
200 V). A bipolar plate performs this cell-connecting
function and also helps to distribute reactant and
product gases to maximize power output.

Fuel cell stack voltage varies with external load.
During low current operation, the cathode’s activa-
tion overpotential slows the reaction, and this
reduces the voltage. At high power, there is a limita-
tion on how quickly the various fluids can enter and

523



FUEL CELLS

Cell
Components

Catalyst Electrode

Fuel Cell Stack
with end-plates
and connections

Single
Cell

A

L3

Cathode

Electrical Load

Figure 2.
Fuel cell stack.

exit the cell, and this limits the current that can be
produced. In most of the operating range, however, it
is ohmic polarization, caused by various electrical
resistances (e.g., inside the electrolyte, the elec-
trolyte-clectrode interfaces, etc.) that dominates cell
behavior. Continued research into superior elec-
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trodes and electrolytes promises to reduce all three
types of losses.

Because of these losses, fuel cells generate signifi-
cant heat, and this places a limit on the maximum
power available because it is very difficult to provide
adequate cooling to avoid formation of potentially



dangerous “hot spots.” This self-heating, however,
helps to warm up the system from cold-start (mainly
a concern for transportation applications).

A complete fuel cell system, even when operating
on pure hydrogen, is quite complex because, like
most engines, a fuel cell stack cannot produce power
without functioning air, fuel, thermal, and electrical
systems. Figure 3 illustrates the major elements of a
complete system. It is important to understand that
the sub-systems are not only critical from an opera-
tional standpoint, but also have a major effect on sys-
tem economics since they account for the majority of
the fuel cell system cost.

Air Sub-System

The reaction kinetics on the cathode (air) side are
inherently slow because oxygen’s dissociation and sub-
sequent multi-electron ionization is a more complex
sequence of events than at the (hydrogen) anode. In
order to overcome this activation barrier (and hence
increase power output) it is necessary to raise the oxy-
gen pressure. This is typically accomplished by com-
pressing the incoming air to 2-3 atmospheres. Further
compression is self-defeating because, as pressuriza-
tion increases, the power consumed by compression
more than offsets the increase in stack power. In addi-
tion, air compression consumes about 10-15 percent
of the fuel cell stack output, and this parasitic load
causes the fuel cell system efficiency to drop rapidly at
low power, even though the stack efficiency, itself,
increases under these conditions. One way to recover
some of this energy penalty is to use some of the ener-
gy of the hot exhaust gases to drive an expansion tur-
bine mounted on the shaft compressor. However, this
substantilly raises system cost and weight.

Alternatively, the fuel cell stack can be operated at
ambient pressure. Although this simplifies the sys-
tem considerably and raises overall efficiency, it does
reduce stack power and increase thermal manage-
ment challenges.

Fuel Sub-System

On the fuel side, the issues are even more com-
plex. Hydrogen, although currently it is made in rel-
atively large amounts inside oil refineries for upgrad-
ing petroleum products and for making many bulk
chemicals (e.g., ammonia), it is not currently distrib-
uted like conventional fuels.

Moreover, although there are many ways to store
hydrogen, none is particularly cost effective because
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hydrogen has an inherently low energy density. Very
high pressures (e.g., 345 bar, or 5,000 psi) are
required to store practical amounts in gaseous form,
and such vessels are heavy and expensive. Liquid
hydrogen is more energy-dense and may be preferred
for transportation, but it requires storage at —253°C
(—423°F) and this creates handling and venting issues.
Moreover, hydrogen is mostly made by steam
reforming natural gas, and liquefying is so energy-
intensive that roughly half of the energy contained in
the natural gas is lost by the time it is converted into
liquid hydrogen. A third approach is to absorb hydro-
gen into alloys that “trap” it safely and at low pres-
sure. Unfortunately, metal hydrides are heavy and
are prohibitively expensive.

Because it is so difficult to economically transport
and store hydrogen, there is interest in generating
hydrogen on-demand by passing conventional fuels
through catalysts; such an approach is called fuel pro-
cessing. The challenge for fuel cell application is to
convert available, relatively impure, fossil fuels into a
hydrogen-rich gas (hydrogen-feed) without contam-
inating the various catalysts used in the fuel processor
and fuel cell stack. Depending on the type of fuel cell
stack and its operating temperature, there can be as
many as four sequential stages involved in fuel pro-
cessing:

1. fuel pre-treatment (such as desulfurization and
vaporization)

ii. reforming (conversion of fuel into hydrogen-
rich feed, sometimes called synthesis gas, or
syngas)

1il. water-gas shift for converting most (>95%) of
the carbon monoxide byproduct into carbon
dioxide

1v. preferential oxidation for final removal of the
remaining carbon monoxide.

Most of the differentiation between various fuel
processor strategies comes in the second stage. One
reforming method uses steam produced by the fuel
cell stack reaction to reform the fuel into hydrogen.
This process, steam reforming, is endothermic
(absorbs heat), may require high temperatures
(depending on the fuel) and, because the catalysts
that enable the reaction are selective, different fuels
cannot be used in the same catalytic reactor.
However, a major advantage is that the product is
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Fuel Cell System.

hydrogen-rich; for example, when methane is steam
reformed, the hydrogen concentration is ~75%
(CH, + H,0O — 3H, + CO). This process is favored
for stationary applications, where a single fuel and
steady-state operation are typical.

In contrast to steam reforming, partial oxidation
(POX) uses air instead of steam and, as its name
implies, burns the fuel in restricted amounts of air so
that it generates partially combusted products,
including hydrogen. POX generates heat and can,
therefore, potentially respond faster than a steam
reformer. This is beneficial for load-following appli-
cations (e.g., transportation).

Moreover, because all fuels burn, POX does not
demand a catalyst, although advanced designs often
use one to lower flame temperatures, which helps to
relax materials requirements and to improve effi-
ciency and emissions. The hydrogen concentration,
however, is considerably lower (~40%) because
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none comes from steam and there is about 80 per-
cent nitrogen diluent in the air (CH, + %O, + 2N,
— 2H, + CO + 2N,).

Autothermal reforming, ATR, combines steam
reforming and POX. Since the heat released from
POX is consumed by steam reforming, the reactor
can be adiabatic (or autothermal). For some applica-
tions, ATR may offer the best of both worlds: fuel-
flexibility, by partly breaking the fuel down into
small HC fragments using air, and relatively high
hydrogen yield, by steam reforming these HC frag-
ments.

Thermal Sub-System

Cooling strongly depends on fuel cell operating
temperature and also depends on the fuel cell’s
external environment. For low temperature fuel
cells, cooling imposes a significant energy debit
because pumps need to force coolant out to a heat
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Operating
Temperature Advantages Disadvantages Potential Application
(°C)
Alkaline 25-100 * Mature technology * Must use pure * Space
* No precious metals hydrogen
Proton 0-85 ¢ Can operate at ¢ Sensitive to CO- * Transportation
Exchange ambient temperature poisoning ¢ Distributed Power
Membrane * High power density * Need for humidification
Phosphoric 170-220 ¢ Mature e Bulky * Heavy-duty
Acid * Reformate-intolerant ¢ Cannot start from transportation
ambient ¢ Distributed Power
Molten ~650 ¢ Some fuel flexibility ¢ Fragile electrolyte matrix ¢ Distribute power
Carbonate * High-grade waste heat ¢ Electrode sintering « Utilities
Solid Oxide 800-1000 ¢ Maximum fuel * Exotic materials ¢ Distribute power
flexibility ¢ Sealing and cracking « Utilities
* Highest co-generation issues
efficiency

Table 1.
Comparison of various fuel cells.

exchanger, from which heat must be rejected to the
air. Operating the fuel cell at maximum efficiency
reduces heat loads, but also reduces power output,
forcing an increase in fuel cell stack size and cost. For
high-temperature fuel cells, however, waste heat can
be utilized by expanding the off gases through a tur-
bine to generate additional electricity; such co-gener-
ation efficiencies can reach 80 percent. In some appli-
cations, even the remaining 20 percent can provide
value (e.g., by warming the building’s interior).

Heat rejection is only one aspect of thermal man-
agement. Thermal integration is vital for optimizing
tuel cell system efficiency, cost, volume and weight.
Other critical tasks, depending on the fuel cell, are
water recovery (from fuel cell stack to fuel processor)
and freeze-thaw management.

Electrical Sub-System

Electrical management, or power conditioning, of
tuel cell output is often essential because the fuel cell
voltage is always dc and may not be at a suitable level.
For stationary applications, an inverter is needed for
conversion to ac, while in cases where dc voltage is
acceptable, a dc-dc converter may be needed to adjust
to the load voltage. In electric vehicles, for example, a
combination of dc-dc conversion followed by inver-
sion may be necessary to interface the fuel cell stack
to a 300 V ac motor.

TYPES OF FUEL CELLS

There are five classes of fuel cells. Like batteries, they
differ in the electrolyte, which can be either liquid
(alkaline or acidic), polymer film, molten salt, or
ceramic. As Table 1 shows, each type has specific
advantages and disadvantages that make it suitable for
different applications. Ultimately, however, the fuel
cells that win the commercialization race will be
those that are the most economical.

The first fuel cell to become practical was the alkaline
tuel cell (AFC). In space applications, liquid hydrogen
and liquid oxygen are already available to provide rocket
propulsion, and so consumption in the AFC, to create
on-board electricity and potable water for the crew, is an
elegant synergy. It therefore found application during
the 1960s on the Gemini manned spacecraft in place of
heavier batteries. Their high cost ($400,000/kW) could
be tolerated because weight reduction is extremely valu-
able; For example, it could allow additional experimen-
tal equipment to be carried on-board.

The AFC has some attractive features, such as rel-
atively high efficiency (due to low internal resistance
and high electrochemical activity), rapid start-up, low
corrosion characteristics, and few precious metal
requirements.

However, the AFC’s corrosive environment
demands that it uses some rather exotic materials,
and the alkaline (potassium hydroxide solution) con-
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centration must be tightly controlled because it has
poor tolerance to deviations. Critically, the alkali is
readily neutralized by acidic gases, so both the
incoming fuel and air need carbon dioxide clean-up.
This limits AFC applications to those in which pure
hydrogen is used as the fuel, since a fuel processor
generates large amounts of carbon dioxide. The small
amount of carbon dioxide in air (~0.03%) can be
handled using an alkaline trap upstream of the fuel
cell and, consequently, is not as much of a problem.

Because of this extreme sensitivity, attention shifted
to an acidic system, the phosphoric acid fuel cell
(PAFC), for other applications. Although it is tolerant
to CO,, the need for liquid water to be present to facil-
itate proton migration adds complexity to the system.
It is now a relatively mature technology, having been
developed extensively for stationary power usage, and
200 kW units (designed for co-generation) are cur-
rently for sale and have demonstrated 40,000 hours of
operation. An 11 MW model has also been tested.

In contrast with the AFC, the PAFC can demon-
strate reliable operation with 40 percent to 50 percent
system efficiency even when operating on low quali-
ty fuels, such as waste residues. This fuel flexibility is
enabled by higher temperature operation (200°C vs.
100°C for the AFC) since this raises electro-catalyst
tolerance toward impurities. However, the PAFC is
still too heavy and lacks the rapid start-up that is nec-
essary for vehicle applications because it needs pre-
heating to 100°C before it can draw a current. This is
unfortunate because the PAFC’s operating tempera-
ture would allow it to thermally integrate better with
a methanol reformer.

The PAFC is, however, suitable for stationary
power generation, but faces several direct fuel cell
competitors. One is the molten carbonate fuel cell
(MCEC), which operates at ~650°C and uses an
electrolyte made from molten potassium and lithium
carbonate salts. High-temperature operation is ideal
for stationary applications because the waste heat can
enable co-generation; it also allows fossil fuels to be
reformed directly within the cells, and this reduces
system size and complexity. Systems providing up to
2 MW have been demonstrated.

On the negative side, the MCFC suffers from
sealing and cathode corrosion problems induced by
its high-temperature molten electrolyte. Thermal
cycling is also limited because once the electrolyte
solidifies it is prone to develop cracks during reheat-
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ing. Other issues include anode sintering and elution
of the oxidized nickel cathode into the electrolyte.

These problems have led to recent interest in
another alternative to PAFC, the solid oxide fuel cell
(SOFC). As its name suggests, the electrolyte is a
solid oxide ceramic. In order to mobilize solid oxide
ions, this cell must operate at temperatures as high as
1,000°C. This ensures rapid diftusion of gases into
the porous electrodes and subsequent electrode reac-
tion, and also eliminates the need for external
reforming. Therefore, in addition to hydrogen and
carbon monoxide fuels, the solid oxide fuel cell can
even reform methane directly. Consequently, this
tuel cell has attractive specific power, and cogenera-
tion efficiencies greater than 80 percent may be
achievable. Moreover, the SOFC can be air-cooled,
simplifying the cooling system, although the need to
preheat air demands additional heat exchangers.
During the 1980s and 1990s, 20-25 kW “seal-less”
tubular SOFC modules were developed and tested
for producing electricity in Japan. Systems producing
as much as 100 kW have recently been demonstrated.

Because this design has relatively low power den-
sity, recent work has focused on a “monolithic”
SOFC, since this could have faster cell chemistry
kinetics. The very high temperatures do, however,
present sealing and cracking problems between the
electrochemically active area and the gas manifolds.

Conceptually elegant, the SOFC nonetheless con-
tains inherently expensive materials, such as an elec-
trolyte made from zirconium dioxide stabilized with
yttrium oxide, a strontium-doped lanthanum man-
ganite cathode, and a nickel-doped stabilized zirconia
anode. Moreover, no low-cost fabrication methods
have yet been devised.

The most promising fuel cell for transportation
purposes was initially developed in the 1960s and is
called the proton-exchange membrane fuel cell
(PEMFC). Compared with the PAFC, it has much
greater power density; state-of-the-art PEMFC
stacks can produce in excess of 1 kW/l. It is also
potentially less expensive and, because it uses a thin
solid polymer electrolyte sheet, it has relatively few
sealing and corrosion issues and no problems associ-
ated with electrolyte dilution by the product water.

Since it can operate at ambient temperatures, the
PEMEFC can startup quickly, but it does have two sig-
nificant disadvantages: lower efficiency and more
stringent purity requirements. The lower efficiency



is due to the difficulty in recovering waste heat,
whereas the catalyzed electrode’s tolerance toward
impurities drops significantly as the temperature falls.
For example, whereas a PAFC operating at 200°C
(390°F) can tolerate 1 percent CO, the PEMFC,
operating at 80°C (175°F) can tolerate only ~0.01%
(100 ppm) CO. The membrane (electrolyte) requires
constant humidification to maintain a vapor pressure
of at least 400 mmHg (~0.5 bar), since failure to do
so produces a catastrophic increase in resistance.
Operation at temperatures above 100°C would great-
ly simplify the system, but existing membranes are
not sufficiently durable at higher temperatures and
will require further development.

Fuel cells can run on fuels other than hydrogen. In
the direct methanol fuel cell (DMFC), a dilute
methanol solution (~3%) is fed directly into the
anode, and a multistep process causes the liberation
of protons and electrons together with conversion to
water and carbon dioxide. Because no fuel processor
is required, the system is conceptually very attractive.
However, the multistep process is understandably
less rapid than the simpler hydrogen reaction, and
this causes the direct methanol fuel cell stack to pro-
duce less power and to need more catalyst.

FUTURE CHALLENGES

The biggest commercial challenge facing fuel cells is
cost, and mass production alone is insufficient to
drive costs down to competitive levels. In the station-
ary power market, fuel cell systems currently cost
~$3,000/kW and this can be split into three roughly
equal parts: fuel cell stack, fuel processor, and power
conditioning. With mass production, this cost might
fall to below $1,500/kW but this barely makes it com-
petitive with advanced gas turbines. Moreover, for
automotive applications, costs of under $100/kW are
necessary to compete with the internal combustion
engine. Bringing the cost down to these levels will
require the development of novel system designs,
materials, and manufacturing processes, in addition
to mass production. However, even if PEM fuel cells
fail to reach the stringent automotive target, they are
still likely to be far less expensive than fuel cells
designed specifically for other applications.

Even in a “simple” hydrogen fuel cell system, cap-
ital cost reduction requires improvements in many
diverse areas, such as catalyst loadings, air pressuriza-
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tion, cell thermal management, and sealing.
Compounding the challenge is the need for durabil-
ity and reliability. For example, electrodes and seals
must be resistant to corrosion, stress, temperature
fluctuations, and fuel impurities. Unfortunately, sta-
ble materials tend to be more expensive, and so a
trade-off between life and cost can be expected as the
technology nears the market stage.

This trade-off may not even occur in some cases.
Membranes used in the PEMFC have been devel-
oped for the chlor-alkali industry and have 40,000-
hour durability (shutdowns are prohibitively expen-
sive in stationary applications), require only 5,000-
hour durability (corresponding to 100,000 miles) for
automotive applications. Hence, it may be possible to
develop less expensive membranes that still meet
automotive requirements.

Operating costs, in contrast, are more straightfor-
ward to determine because they depend on system
efficiency, which, in turn, is related to voltage and cur-
rent density (the current generated per unit area of
electrolyte). Fuel savings are expected since the fuel
cell operates more efficiently than a heat engine, and
there may be lower maintenance and repair costs
because fuel cells have fewer moving parts to wear out.

In addition to cost, a major technical challenge is
in the fuel processor sub-system. Improvements are
still needed in reducing size, weight, and, for trans-
portation applications, cold-starting. Vaporizers also
rely on heat generated from unused fuel leaving the
fuel cell, and this combustion must be emission-free
if the fuel cell system is to be environmentally attrac-
tive. This leads to the use of catalytic burners and,
although such burners reduce NO, emissions, they
have yet to demonstrate sufficient durability. For the
PEMEC, the final CO clean-up stage, PROX, uses
precious metal catalysts and requires very fine tem-
perature control in order to maintain the catalyst’s
selectivity toward oxidizing a small amount (1%) of
CO in the presence of large amounts (>40%) of
hydrogen. Such precision is difficult to achieve under
conditions where the load varies continuously.

Full system integration is a major challenge since
system design often must accommodate contradicto-
ry objectives. For example, it is relatively straightfor-
ward to design a fuel cell for high efficiency by max-
imizing thermal integration, but this is likely to
increase complexity and degrade dynamic response.
It may also increase cost and, given the dollar value of
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Shift towards a hydrogen economy?

each efficiency percentage gain, this may not be eco-
nomically justifiable.

System integration involves numerous miscella-
neous development activities, such as control soft-
ware to address system start-up, shut-down and tran-
sient operation, and thermal sub-systems to accom-
plish heat recovery, heat rejection and water recovery
within the constraints of weight, size, capital and
operating costs, reliability, and so on. Depending on
the application, there will be additional key issues;
automotive applications, for example, demand
robustness to vibrations, impact, and cold tempera-
tures, since if the water freezes it will halt fuel cell
operation.

CONCLUSION

The same environmental drivers that are stimulating
tuel cell development are also causing increased inter-
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est in alternatives. For example, in stationary power
applications, microturbines are being developed that
might compete with fuel cells for distributed power
generation. In transportation, there is renewed inter-
est in diesel engines, hybrid propulsion systems, and
alternative-fueled vehicles. Advances in solar cells
may also eliminate potential markets for fuel cells.
Despite the strong, entrenched competition, there are
reasons to believe that fuel cell commercialization is
inevitable. Perhaps the strongest energy trend is the
gradual shift toward renewable hydrogen. For exam-
ple, wind-generated electricity can be used for elec-
trolyzing water and, despite the extra step, the poten-
tial advantage of hydrogen over electricity is its easier
transmission and storage. As Figure 5 indicates, the
process of using fuels with ever-increasing H:C ratio
has been developing for over 100 years. Recently,
such a shift has been reinforced by environmental
arguments. Should hydrogen evolve to be the fuel of



the future, there is a compelling case to convert this
into end-use electricity using fuel cells.

It must be recognized, however, that hydrogen
usage for transportation will always create a trade-oft
between energy efficiency (fuel economy) and ener-
gy density (range), whereas this trade-off is non-exis-
tent for other applications.

In summary, fuel cell development is being accel-
erated both by the wide variety of applications and by
the search for cleaner and more efficient utilization of
primary energy and, ultimately, renewable energy.
Because these forces for change are unlikely to disap-
pear, it is quite likely that fuel cells will emerge as one
of the most important and pervasive power sources
tor the future.

Christopher E. Borroni-Bird
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FUEL CELL VEHICLES

ENVIRONMENTAL CONCERNS CONVERGE
ON TECHNOLOGY PROGRESS

International concerns about the release of greenhouse
gas emissions, deteriorating air quality, and reliance on
oil sources in the Middle East oil continue to place
pressure on the automobile industry to develop clean-
er and more efficient vehicles. In practice there are
three main ways this can be achieved: vehicle weight
reduction, deployment of more efficient propulsion
systems, and cleaner fuels. Fuel cell technology, by
virtue of its unique means of operation, is well placed
to address the power train limitations of both conven-
tional internal combustion (IC), engines (i.e., nonzero
emissions and relatively low efficiency) and batteries
(i.e., inadequate range and long “recharging” time).

Many of the world’s major automakers, prompted
by both this consumer demand and progress in
reducing the inherent cost and size of fuel cells, are
now committed to developing and commercializing
tuel cell vehicles.

FUEL CELL VEHICLES

FUEL CELL BASICS

A tuel cell creates electricity directly from a fuel, usu-
ally hydrogen. The hydrogen is fed into one side of
the fuel cell (the anode) where electrons are stripped
oft it to produce hydrogen ions (protons). In a vehi-
cle, these electrons energize a motor to turn the
wheels, and then they return to the cathode to com-
bine with incoming oxygen from the air to produce
oxygen anions. Meanwhile, the protons pass through
the electrolyte and link up with the oxygen ions to
produce water. The net effect is identical to the com-
bustion of hydrogen in air except that the transfer of
electrons has been channeled directly into making
electricity, as opposed to heat.

As with batteries, differences in electrolytes create
several types of fuel cells. The automobile’s demand-
ing requirements for compactness and fast start-up
have led to the Proton Exchange Membrane (PEM)
tuel cell being the preferred type. This fuel cell has an
electrolyte made of a solid polymer.

CHALLENGES TO FUEL CELL VEHICLE
COMMERCIALIZATION

The biggest challenge facing fuel cells is cost.
Current fuel cell systems probably cost about ten
times as much as the $25/kW target set by the 1C
engine. Novel materials and manufacturing process-
es must be developed because mass production alone
will not drive fuel cell stack (series of fuel cells com-
bines to generate a useable voltage) costs down to the
required level. Inexpensive bipolar plate materials,
more effective catalyst utilization, and refined flow-
fields for efficiently channelling the input gases and
exhaust water will contribute to the cost reduction.

It is expected that the fuel cell should be able to
compete with an IC engine in terms of size and
weight. As an added advantage, many fuel cell compo-
nents can be configured into a relatively wide array of
shapes to take advantage of space onboard the vehicle.

A fuel cell system also needs ancillaries to support
the stack, just as an IC engine has many of the same
type of ancillary subsystems. Major subsystems are
needed for providing adequate humidification and
cooling, and for supplying fuel and oxidant (air) with
the correct purity and appropriate quantity.

These subsystems profoundly affect the fuel cell
system performance. As an example, the inherently
slow air (oxygen) electrode reaction must be acceler-
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ated using an air compressor, but this creates noise
and exacts high power consumption, typically 10 to
15 percent of the fuel cell stack output. Fuel cell sys-
tem efficiency, therefore, drops drastically when the
tuel cell is operating at light load (below 10% rated
power) even though the stack efficiency increases
under these conditions. Low-cost, highly efficient air
compressors that exploit the hot compressed exhaust
gases may have more impact on increasing system
efficiency than stack improvements would have.

Although the fuel cell is more efficient than an IC
engine, it does produce waste heat at low temperature,
and this poses problems from a heat rejection stand-
point. Because there are vehicle styling constraints on
how large the radiator can be, there is significant
research into raising fuel cell stack operating temper-
atures by up to 10°C. If this can be achieved without
degrading the electrolyte’s durability, then it may
almost halve the temperature differential between
waste heat and ambient air in extremely hot condi-
tions, with corresponding reductions in radiator size.

An automobile must also operate reliably in freez-
ing conditions, which means that the humidifying,
de-ionized water may need draining from the fuel
cell system at key-oft and reinjection during start-up.
The coolant must also be freeze tolerant. These
requirements for immediate power will probably
force the vehicle to contain an energy storage com-
ponent, such as a battery, flywheel, or ultracapacitor.
This hybridization should also boost fuel economy
because it enables regenerative braking and reduces
the time that the fuel cell system spends below 10%
rated load (where it is least efficient and where the
driven car spends much of its time).

The vehicle also puts constraints on the choice of
fuel. A combination of factors, such as the anticipat-
ed fuel and vehicle cost, both vehicular and “well-to-
wheels” emissions and efficiency, perceived or real
safety, and infrastructure will determine the choice of
optimum fuel.

FUEL SELECTION AFFECTS PERFORMANCE
AND COMMERCIALIZATION

Environmentally benign hydrogen is clearly the ideal
tuel for use with fuel cells. The question is whether
to store the hydrogen on-board or to generate it on
board from liquid fuels that are casier to store and
distribute.
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The problem is that hydrogen, even at 10,000 psi
(or 690 bar), requires five to ten times the volume of
today’s gasoline tank, depending on the fuel cell vehi-
cle’s real world efficiency. Packaging volume is com-
promised even further because pressurized tanks
require thick carbon fiber walls and are, therefore,
nonconformable. Moreover, they may cost several
thousand dollars more than a conventional gasoline
tank.

Although liquitying the hydrogen to 20K (-253°C)
does increase energy density, it also creates new
problems, such as cryogenic handling and venting (as
ambient heat passes through the walls of the insulat-
ed vessel and evaporates the liquid). In addition, liq-
uefaction is highly energy intense.

The third method of storing hydrogen is to absorb
it into a metal. The only metal hydrides that can cur-
rently liberate their absorbed hydrogen at 80°C
(allowing exploitation of the waste heat from the
PEM fuel cell) are low-temperature ones and these
can only store around 2% hydrogen by weight. Since
5 kg (11 Ib) of hydrogen may be required to provide
380 miles (610 km) range in an 80 mpg (3 1/100 km)
vehicle, the hydride will weigh more than 250 kg
(550 1b). This weight not only reduces fuel economy
but adds significant cost.

Hydrogen can also be adsorbed onto activated car-
bons; storage occurs in both gaseous and adsorbed
phases. Existing carbon adsorbents outperform com-
pressed gas storage only at relatively low pressures,
when most of the gas is stored in the adsorbed phase.
At pressures above 3,000 psi (207 bar), which are need-
ed to store significant amounts, the adsorbent tends to
be counterproductive since it blocks free space.
Carbon adsorbents and metal hydrides introduce sev-
eral control issues, such as risk of poisoning, and heat
management during refueling and discharging.

Improved hydrogen storage is the key to a hydro-
gen economy. Without adequate storage, hydrogen
may remain a niche transportation fuel which in
turn, could limit the development of a hydrogen
infrastructure. Of course, hydrogen could still play a
leading role in stationary power generation without
the need for dramatic improvements in storage.

Another concern with hydrogen 1is safety.
Reputable organizations with extensive experience in
using hydrogen have concluded that hydrogen is
often safer than gasoline because it has a tendency to
rapidly disperse upwards. However, its invisible



flame and wide flammability range cause legitimate
concerns. Reversing hydrogen’s image requires a
combination of public education and real world vehi-
cle demonstrations. Automakers must design safe
ways to store hydrogen on board. Despite these stor-
age and safety concerns, hydrogen is considered the
most attractive fuel for fuel cell buses because central
refueling is possible and there is adequate space for
hydrogen storage on the roof, which is also probably
the safest location. However, for cars and light-duty
trucks used by individuals, there is great interest in
generating hydrogen on board the vehicle from fuels
that are easier to store and transport.

Natural gas (CH,) is also bulky to store, but react-
ing it with steam generates methanol (CH;OH), an
ambient-temperature liquid fuel. Having already
been manufactured from natural gas outside the
vehicle and containing no C-C bonds, methanol can
generate hydrogen relatively easily and efficiently on
board the vehicle using the steam produced by the
fuel cell (CH,OH + H,O — 3H, + CO,). This
hydrogen is then fed into the fuel cell to generate
electricity. Unlike alkaline fuel cells used in the
Apollo space missions, the carbon dioxide diluent can
be fed into the PEM fuel cell without harm. Another
attraction of methanol is the potential to ultimately
eliminate the complexity of a reformer by using a
direct methanol fuel cell where methanol is convert-
ed into hydrogen inside the cell. Because of these
advantages, methanol is currently the leading candi-
date to propel mainstream fuel cell vehicles, absent a
hydrogen storage breakthrough.

However, there are several issues with widespread
methanol usage. Methanol production from natural
gas is relatively inefficient (~67%), and this largely
offsets the vehicular improvement in efficiency and
carbon dioxide reduction (since gasoline can be made
with ~85% efficiency from oil). Additionally, the
PEM fuel cell demands very pure methanol, which is
difficult to deliver using existing oil pipelines and
may require a new fuel distribution infrastructure.

Compared with methanol, gasoline is more diffi-
cult to reform into hydrogen because it contains C-C
(carbon-carbon) bonds. Breaking these down to gen-
erate hydrogen requires small amounts of air (called
partial oxidation or POX) and this lowers the effi-
ciency and makes heat integration more difficult.
Also, gasoline is not a homogenous compound like
methanol. Its sulfur poisons the fuel processor and

FUEL CELL VEHICLES

fuel cell stack catalysts, and its aromatics have a
tendency to form soot. Finally, gasoline’s hydrogen-
carbon (H:C) ratio is under two whereas methanol’s
is four. Gasoline, therefore, it yields less hydrogen
and this reduces fuel cell stack output and efficiency.
The net effect is that gasoline fuel cell vehicles are
likely to be less efficient and more complex than
methanol fuel cell vehicles. However, use of gasoline
keeps the refueling infrastructure intact, and even
gasoline fuel cell vehicles offer potential to be clean-
er and more efficient than gasoline engines.

A tuel closely related to gasoline is naphtha, which
is also a potential fuel cell fuel. Naphtha is already
produced in large quantities at refineries and is a
cheaper fuel than gasoline, which must have octane-
boosting additives blended into it. Unlike methanol,
naphtha can be distributed in the same pipelines as
gasoline. From the fuel cell’s perspective, it has a
higher H:C ratio and lower sulfur and aromatics con-
tent than gasoline.

Given the technical challenges facing gasoline
reforming, it is possible that gasoline fuel cells may
be introduced to vehicles as an Auxiliary Power Unit
(APU) feature. A 5 kW APU that provides electricity
to power air conditioning and other electrical loads
can operate with less demanding transient perform-
ance than is necessary for propulsion. Moreover,
lower efficiency can be tolerated since it competes
with a gasoline engine-alternator combination at idle
and not with a gasoline engine directly.

The transition from the IC engine to fuel cells will
not alleviate energy supply insecurity. All of these fuel
options—hydrogen, methanol, gasoline, and naphtha
will be generated most economically from fossil fuels
(natural gas or oil) in the near to mid-term. However,
fuel cells are still expected to reduce carbon dioxide
emissions since propulsion is not dependent on com-
bustion. With respect to local air quality, fuel cell
vehicles should significantly reduce pollutants, partic-
ularly if they use hydrogen. The only emissions from
a hydrogen fuel cell vehicle would be pure water, thus
allowing it to qualify as a Zero Emission Vehicle. In
addition, fuel cell vehicles should stimulate develop-
ment of cleaner fuels more quickly than IC engines
because they are less tolerant of fuel impurities and
benefit more from hydrogen-rich fuels.

Christopher Borroni-Bird
See also: Fuel Cells.
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FULLER, R.
BUCKMINSTER, JB.
(1895-1983)

Richard Buckminster Fuller, Jr., best known as the
architect of Houston’s Astrodome and other geodes-
ic structures, enjoyed a long and varied career as a
structural engineer and unconventional humanistic
thinker. A colorful and gregarious individual, Fuller
was first embraced by government officials for his
innovative designs and later cherished by the 1960s
counterculture. He patented more than twenty new
inventions, authored twenty-five books and dozens
of articles, lectured globally on energy issues and the
wise use of world resources, and dabbled in both art
and science. Never one to be modest, Fuller called
himself “an engineer, inventor, mathematician,
architect, cartographer, philosopher, poet, cosmolo-
gist, comprehensive designer and choreographer.”
He especially liked the self-description “anticipatory
comprehensive design scientist,” because he saw
himself as a scientist who anticipated human needs
and answered them with technology in the most
energy-cfficient way.

534

Fuller’s “more with less” philosophy first gained
the attention of Americans in the 1920s with his
“Dymaxion” inventions. Fuller employed this
term—a combination of “dynamic,” “maximum,”
and “ion”—to describe inventions that do the most
with the least expenditure of energy. His Dymaxion
house was self-sufficient in that it generated its own
power, recycled water, and converted wastes into
useable energy. It also featured air conditioning and
built-in laborsaving utilities including an automatic
laundry machine, a dishwasher that cleaned, dried,
and reshelved the dishes, and compressed air and
vacuum units. The Dymaxion bathroom was a one-
piece aluminum unit containing a “fog gun”—an
economical showerhead using a mixture of 90 per-
cent air and 10 percent water. Fuller’s Dymaxion car
ran on three wheels, had front-wheel drive with rear-
wheel steering, and registered a reported forty to fifty
miles per gallon in 1933. None of these projects were
mass-produced, but his futuristic designs, and later
his geodesic buildings, World Game workshops, and
startling questions and proposals about natural
resources and human survival stimulated imagina-
tions and encouraged others to explore ways to create
a more energy-efficient environment.

Born in Milton, Massachusetts, in 1895 to Richard
and Caroline Fuller, Bucky, as most knew him, spent
his summers at the family retreat, Bear Island, in
Penobscot Bay, Maine. As Fuller remembered it, his
interest in building better “instruments, tools, or
other devices” to increase the “technical advantage of
man over environmental circumstance” began there.
One of his tasks each day as a young boy was to row
a boat four miles round trip to another island for the
mail. To expedite this trip, he constructed his “first
teleologic design invention,” a “mechanical jelly
tish.” Noting the structure of the jellyfish and attend-
ing to its movement through the water, Fuller copied
nature and produced a boat of greater speed and ease.
Observing natural phenomena remained his lifelong
source of inspiration which was not surprising, given
that Fuller was the grandnephew of transcendentalist
Margaret Fuller.

Following his Brahmin family’s tradition, Fuller
went to Harvard, but instead of graduating as a
lawyer or Unitarian minister as his ancestors had, he
was expelled twice for cutting classes, failing grades,
and raucous living. He never did gain a bachelor’s
degree. Instead, Fuller tutored himself in the arts and



Buckminster Fuller, sitting beside a model of his “Dymaxion” house,

sciences, and the Navy and apprenticeships at a cot-
ton mill machinery plant and a meat-packing factory
provided him with a practical education. Eventually,
Fuller garnered multiple honorary doctorates and
awards, including a Presidential Medal of Freedom
shortly before his death in 1983.

In 1917, Fuller married Anne Hewlett, the daugh-
ter of the respected New York architect James M.
Hewlett. A year later their daughter Alexandra was
born, only to die a few years later from infantile
paralysis. From 1922 to 1926, Fuller and his father-
in-law founded and ran the Stockade Building
System that produced lightweight construction mate-
rials. Fuller failed miserably at the business and, in
1927, stung by the death of his daughter, years of
carousing, and financial failure, he considered sui-
cide. Impoverished and living in the gangster region
of Chicago with his wife and newborn daughter,
Allegra, Fuller walked to the shore of Lake Michigan

FULLER, R. BUCKMINSTER, JR.

A

seen in the 1930 World's Fair in Chicago. (Corbis Corporation)

with the intent of throwing himself in. Instead, he
had a revelation: “You do not have the right to elim-
inate yourself, you do not belong to you. You belong
to the universe. . . apply yourself to converting all
your experience to the highest advantage of others.”
At this point, Fuller made it his ambition to design
“tools for living,” believing that human life would
improve if the built environment was transformed.

Fuller approached his mission both philosophical-
ly and practically. He explored mathematics in search
of “nature’s coordinate system” and invented his own
“energetic-synergetic geometry” as his expression of
the underlying order he saw. He also studied philos-
ophy and physics for understanding of time and
motion. But his philosophical musings always had a
practical bent. For example, Fuller, taken with Albert
Einstein’s theories about time and motion, sought to
employ physics in his design initiatives.

Fuller devoted his early years to the problem of
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building energy-efficient and affordable housing, but
his projects and ideas were largely confined to a few
students in architectural schools, executives of small
corporations, and readers of Shelter and Fortune
magazines. His most successful enterprise was the
manufacture of Dymaxion Deployment Units for
use by the Army in World War II. Fuller tried to con-
vert these military units into civilian housing, but
failed to raise production funds.

In 1949, Fuller’s luck changed with the construc-
tion of his first geodesic dome at Black Mountain
College. Motivated by a desire to create an energy-
efficient building that covered a large space with a
minimal amount of material, Fuller fashioned a
sphere-shaped structure out of triangular pyramids.
He joined these tetrahedrons together by pulling
them tight in tension rather than relying on com-
pression to raise the dome. In doing so, Fuller recon-
ceptualized dome engineering and created a practical,
efficient, cost-effective, strong, and easy-to-trans-
port-and-assemble building.

Several hundred thousand geodesics function
today worldwide as auditoriums, aviaries, banks,
churches, exposition halls, greenhouses, homes,
industrial plants, military sheds, planetariums, play-
ground equipment, and sports arenas. Some of these
geodesics, including the clear, thin-skinned
“Skybreak” and “Garden-of-Eden” structures, were
experiments in using renewable energy sources.
These transparent spheres, primarily functioning as
greenhouses or as experimental biodomes by envi-
ronmentalists before the much-publicized Biosphere
projects, relied on solar power to regulate tempera-
ture. Fuller also had more fantastic ideas to reduce
energy losses in summer cooling and winter heating:
in 1950, for example, he proposed building a dome
over Manhattan to regulate the environment.

Fuller’s vision was more expansive than creating
better shelter systems, however. His scope was glob-
al and his ideals utopian. At the same time that he was
creating “machines for living,” he was surveying
Earth’s resources, designing maps, and plotting
strategies for an equitable distribution of goods and
services. In 1927 Fuller started his “Inventory of
World Resources, Human Trends and Needs.” In the
1930s he began his Dymaxion map projects to gain a
global perspective, and by the 1960s, in the heart of
the Cold War, Fuller was busy devising ways to
ensure the survival of the earth.

536

For Earth to continue functioning for the maxi-
mum gain of people everywhere, Fuller believed that
resources must be used wisely and shared equally. He
scorned reliance on fossil fuels and encouraged the
development of renewable energy sources, including
solar, wind, and water power. To convey his ideas,
Fuller employed the metaphor of Earth as a space-
ship. This spacecraft, he explained in his best-selling
book, Operating Manual for Spaceship Earth, was
finite and in need of careful management. With lim-
ited materials on board, “earthians” must work out an
equitable and just distribution to keep the spaceship
operating smoothly and efficiently.

Intent upon channeling human energy and
resources into projects for “livingry,” as opposed to
“weaponry,” Fuller participated in cultural exchanges
between the Soviet Union and the United States,
worked on United Nations projects, and traveled the
world to communicate his vision. He conducted
marathon “thinking-aloud” sessions before large
audiences, taking on a cult status for some and the
role of crackpot for others. He criticized political
solutions to world problems and promoted techno-
logical design to reallocate wealth, labor, and
resources.

The culmination of these thoughts can be found in
Fuller’s strategic global planning organization, the
World Game Institute. Counter to military war
games, World Game was both a tool for disseminat-
ing information and an exercise to engage others in
problem-solving. Through a set of simulated exercis-
es, participants used Fuller’s inventory of resources,
synergetic geometry, and Dymaxion maps to plot
strategies to “make the world work for 100% of
humanity in the shortest possible time, through
spontaneous cooperation, and without ecological
offense or the disadvantage of anyone.” Begun in
small college classrooms in the 1960s, World Game
attracted a dedicated following. In the 1990s, the
World Game Organization established itself on the
Internet to facilitate innovative thinking about world
resources.

Fuller’s lifelong engagement in global energy
issues and his lasting contributions in engineering
design make him a noteworthy study in twentieth
century debates on energy supply and use. Fuller
believed that world problems of war, poverty, and
energy allocation could be eradicated by cooperation
between nations and through technological innova-



tion. His optimistic celebration of technology pitted
him against individuals such as historian Lewis
Mumford who questioned the salutary eftects of
technology, and placed him at odds with Paul Ehrlich
and other environmentalists who believed that
Earth’s resources could not support the world’s
growing population. Fuller, a modernist at heart,
maintained that the trouble was in distribution, and
that continual employment of technology would not
destroy but save the planet.

Linda Sargent Wood

BIBLIOGRAPHY

Baldwin, J. (1996). BuckyWorks: Buckminster Fuller’s Ideas
for Today. New York: Wiley.

Fuller, R. B. (1963). Ideas and Integrities: A Spontancous
Autobiographical Disclosure, edited by R. W. Marks.
Englewood Cliffs, NJ: Prentice-Hall.

Fuller, R. B. (1963). Operating Manual for Spaceship Earth.
New York: E. P. Dutton.

Fuller, R. B. (1969). Utopia or Oblivion: The Prospects for
Humanity. New York: Bantam.

Fuller, R. B. (1975). Synergetics: Explorations in the
Geometry of Thinking. New York: Macmillan Publishing
Company.

Gabel, M. (1975). Energy Earth and Everyone: A Global
Energy Strategy for Spaceship Earth. San Francisco:
Straight Arrow Books.

FULTON, ROBERT

McHale, J. (1962). R. Buckminster Fuller. New York: George
Brazillier, Inc.

Sieden, L. S. (1989). Buckminster Fuller’s Universe: An
Appreciation. New York: Plenum Press.

FULTON, ROBERT
(1767-1815)

Robert Fulton was unique among inventors of his
time, since he was born in America, apprenticed in
Europe and returned to his native country to perfect
his greatest invention, the steamboat. Fulton was
born in 1765 of a respectable family in Little Britain,
Pennsylvania, in Lancaster County. Unlike many
inventors, he was not motivated by paternal leader-
ship since he grew up fatherless after the age of three.
His mother is credited for his soaring interest in the
world of painting. Despite, or perhaps because of, the
loss of his father, Robert’s free time was spent with
local mechanics or alone with his drawing pencil. By
age seventeen, he was accomplished enough as a
landscape and portrait artist that he earned income
from it in the city of Philadelphia for four years. He
carned enough to build a home for his mother in
Washington County before receiving a generous

Robert Fulton's “Clermont.” The illustrator mistakenly used the name “Claremont.” (Corbis Corporation)
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offer to take his artistic talents to England in 1786, at
age 21, where they were equally well received.

Over the next seven years, he made numerous
acquaintances, including two who were instrumental
in his transition from artist to civil engineer—the
Duke of Bridgewater, famous for work with canals,
and Lord Stanhope, who specialized in works of sci-
ence and mechanical arts. By 1793, Robert was exper-
imenting with inland navigation, an area that
remained of interest throughout his life. A year later,
he filed a patent in Britain for a double inclined
plane, and spent several years in Birmingham, the
birthplace of the Industrial Revolution that came
about thanks to the powerful engines built by James
Watt as early as 1763.

Remarkable for someone so talented in the arts,
Fulton was able to use his accomplished drawing
skills to express his designs. As a now noted drafts-
man, he invented numerous pieces of equipment
such as tools to saw marble, spin flax, make rope and
excavate earth. Sadly, he once lost many of his origi-
nal manuscripts during a shipping accident.

By the beginning of the nineteenth century,
Fulton turned his attention to his obsession with
submarines and steamships. He made no secret of his
goal for submarines—he intended to build them in
order to destroy all ships of war so that appropriate
attention could be devoted by society to the fields of
education, industry and free speech. In 1801, he
managed to stay under water for four hours and
twenty minutes in one of his devices, and in 1805 he
demonstrated the ability to utilize a torpedo to blow
up a well built ship of two hundred tons.
Unfortunately for Robert, neither the French nor
British government was particularly impressed with
the unpredictable success, nor the importance of his
innovations; so he packed his bags and returned to
America in December of 1806.

By the time Robert Fulton arrived in America, he
had been studying steam navigation for thirteen years.
Five years earlier, he had met Chancellor Livingston,
who was partly successtul in building a steam vessel,
but yielded to Fulton’s skill by allowing him to take
out a patent in the latter’s name to begin his improve-
ments. By 1807, there was much skepticism and deri-
sion expressed along the banks of the East River in
New York when Fulton prepared to launch his
steamship, “The Clermont,” from the ship yard of
Charles Brown. A few hours later, there were nothing

538

but loud applause and admiration at the spectacular
achievement that had been termed “Fulton’s Folly.”
Finding his own design flaws, Fulton modified the
water wheels and soon launched the ship on a stun-
ning three-hundred-mile round-trip run to Albany.
The total sailing time was sixty-two hours, a remark-
able endurance record for so new an invention. Soon
there were regular runs being made on the Hudson
River and by rival ships around the country, with
many disputes over the patent rights of different ves-
sels in different states. But the industry was clearly set
in motion by Fulton’s uncanny designs.

By 1812, he added a double-hulled ferryboat to his
credits, designing floating docks to receive them. In
1814, the citizens of New York vindicated his years of
war vessel experiments by demanding a protective
ship in defense of their New York Harbor. In March
of that year, the President of the United States, James
Madison, was authorized to enlist Fulton to design a
steam-powered frigate, with full explosive battery, as
a military defense weapon. He also empowered
Fulton to complete a design for the defensive subma-
rine Fulton longed to finish. Unfortunately, just
three months before the completion of the steam
frigate, Fulton fell victim to severe winter exposure
on the river, dying on February 24, 1815, in New
York City at the age of 50.

The public mourning was said to be equal to that
expressed only for those who held public office of
considerable acclaim. But by this time, the word
‘folly’ had long been dropped from his name. Just as
George Stephenson followed the inventors of loco-
motives to gain credit for creating Britain’s railways,
Robert Fulton was not the inventor of the steam boat.
What he was, however, was the brilliant creator of
such an improved version that it made possible the
many advancements of steamships in succeeding
years. He took theory out of the experimentation
process and designed machinery that opened the
door to unlimited practical use from the technology
available at the time.

Dennis R. Diehl
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FURNACES AND
BOILERS

Furnaces and boilers are devices that burn fuel to space
heat homes, offices, and industrial facilities. Natural
gas, liquefied petroleum gas, and heating oil are the
dominant fuels used for furnaces and boilers. In the
United States, furnaces and boilers burning gas and oil
take care of over 75 percent of all space heating.

EARLY HISTORY

The first oil burning devices for heating appeared in
the oil-rich Caucasus region of Russia as early as 1861.
But because of the remoteness of this region, those
devices remained in obscurity, out of the flow of mar-
ketable goods. An event almost 115 years ago marks
the birth of the modern oil burner. On August 11,
1885, the U.S. Patent office granted a patent to David
H. Burrell of Little Falls, New York, for a “furnace
apparatus for combining and utilizing oleaginous
matters.” As noted in the June 1985 centennial issue
of Fuel Oil News, Burrell’s invention “...was the fore-
runner of today’s modern oil burner, and is generally
accepted as the one that started the oil heat industry.”

Gas burners are different from oil burners in that
they control the mixing of air and gas and are referred
to as aerated burners. This type of burner was invent-
ed around 1855 by Robert Wilhelm von Bunsen and
is often called a Bunsen burner or blue flame burner.
Natural gas is mostly methane and typically found
underground in pockets. Liquified petroleum gas
(LPG) occurs in “wet” natural gas and crude oil and
must be extracted and refined before use.

GAS AND OIL HEAT BASICS

Liquid fuels, including heating oil after it is refined
from crude oil, are transported by pipelines, oil
tankers, barges, railroads, and highway tanker trucks
to local bulk storage facilities, and delivered by tank
trucks to the homeowner’s tank, which is located
either underground or in the basement, garage, or
utility room. Figure 1 shows a typical residential oil
heating system. These tanks typically store 275 to 500
gallons of fuel that can supply heat for a typical house
for a month, and usually several oil tank truck deliv-
eries to the home are needed during the year. LPG is
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Figure 1.
Oil heating system.

similarly transported under pressure as a liquid by
tanker trucks to the homeowner’s above-ground tank.
LPG may also be delivered in portable tanks typically
100-250 Ibs, or as small as the 20-1b. tanks, used for
portable gas grills. LPG is heavier than air and should
not be stored inside a house for safety reasons.

Natural gas is transmitted in pipelines first across
the country under high pressure in transcontinental
pipe lines to local gas utility companies. The gas util-
ity company reduces the pressure and distributes the
gas through underground mains, and again reduces
pressure from the street main into the home.

Gas or oil fuel is burned in a furnace or boiler (heat
exchanger) to heat air or water, or to make steam that
carries the heat absorbed from the combustion process
to the rooms in the house, as shown in Figure 2. This
is accomplished by circulating the warm air through
ducts directly to the rooms, or by circulating hot water
or steam through pipes to baseboard hot water con-
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vector units or radiators in the room. The boiler loop
is completed with warm water returned through pipes
to the boiler, or return air through the return register
to air ducts back to the furnace to be reheated. In
recent years, radiant floor heating systems that also rely
on hot water circulation have come back into use.
Boilers may also serve the additional function of heat-
ing water for showers and baths. A water heating coil
immersed within the boiler is often used to heat this
water as needed at a fixed rate. Another option is to
have the coil immersed in a very well insulated water
tank. The tank can provide a large supply of hot water
at a very high rate of use. This is accomplished by
exchanging heat from boiler water that passes through
the inside of the coil to the domestic hot water stored
in the tank. This method can provide for more hot
water since a full tank of hot water is standing by for
use when needed. The boiler operates only when the
tank temperature drops below a certain set point. This
results in fewer burner start-ups and is a more efticient
way to heat water during the non-heating season
months, enhancing year-round efficiency.

A recent alternative to the furnace or boiler for
space heating is to use the hot water heater to heat the
house. A separate air handler is sold along with a
pump that pumps hot water from the water heater to
the air handler where hot water flows through a
finned tube heat exchanger coil. A blower in the air
handler pushes air over the hot water coil and then
through ducts to the rooms. Water out of the coil
returns back to the water heater to be reheated. This
way the water heater does double duty: it operates as
a combination space heater and water heater. Gas
water heaters can be used this way in mild climates
and for homes or apartments with smaller heating
requirements. Oil-fueled water heaters can also be
used this way to handle homes in colder climates
because they have higher firing rates and re-heat
water faster. The installation cost is much lower for
this approach in new construction, but units with
high efficiency are not available for the gas water
heaters as they are for gas furnaces or boilers.

Furnaces and boilers sold today must by law have
annual fuel utilization efficiency of at least 78 to 80
percent. Gas water heaters operating this way as space
heaters are equivalent to the efficiency of pre-1992
furnaces and boilers which had space heating effi-
ciencies typically in the mid-60 percent range.
However, the combined efficiency for space and
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Figure 2.
Typical boiler or furnace operation

NOTE: Temperatures can vary.

water heating together may partly make up for the
inefficiency of the water heater alone. There is also a
concern regarding the life expectancy of water
heaters, typically 5 to 10 years as compared to a boil-
er that will last anywhere from 20 to 40 years (or
longer) depending on its design.

Both gas and oil-fired heating systems consist of
several subsystems. The oil burner pump draws fuel



from the tank; the fuel is atomized and mixed with
just the right amount of air for clean combustion; an
electric spark provides the ignition of the fuel/air
mixture; and the flame produces the heat in a com-
bustion chamber. The heat is then released to the
heat exchanger to heat air in the furnace and water in
the boiler or to make steam. The process is similar for
gas that is supplied under regulated gas pressure into
the house piping to the furnace. The sequence of
operation for the system starts at the wall thermostat.
When the room temperature drops below the set
point, a switch closes allowing the gas valve to send
gas to the burners. With almost all new gas furnaces
today, a spark or glowing hot wire igniter typically
lights a gas pilot, or a spark system ignites the oil
spray. The presence of the ignition source or pilot is
proven, and the gas valve opens, sending gas mixed
with air to the burner for ignition. The flame sensing
system must be satisfied that the flame ignites or else
it will quickly shut the burner oft to prevent signifi-
cant amounts of unburned fuel from accumulating in
the heating appliance. The flue pipe connects the unit
to a chimney to exhaust the products of combustion
from the furnace into the outside ambient environ-
ment. A side wall vented flue pipe made of a plastic is
used for some high efficiency condensing furnaces.
The combustion of natural gas and fuel oils, which
are primarily hydrocarbon molecules, results prima-
rily in the formation of water vapor and carbon diox-
ide. The process also results in very minor amounts
of sulfur dioxide (which is proportionate to the sul-
tur content of fuel oil, typically less than one half of
one percent by weight), and trace amounts of other
sulfur oxides, nitrogen oxides, and particulate matter
(unburned hydrocarbon-based materials) in the
range of parts per million to parts per billion or less.
The furnace blower or boiler circulator pump
starts up to send heated room air or hot water
through the ducts or hot water pipes to the steam
radiators, or hot water baseboard units, or individual
room air registers located throughout the house.
When the thermostat is satisfied that the room tem-
perature has reached the set point, the burner shuts
off. In furnaces, the blower continues to run a few
seconds until the air temperature drops to about
90° F, then the blower also shuts off. The furnace
blower may come on again before the next burner
start-up to purge heat out of the furnace, particularly
if the fan has a low turn-on set point. The cycle
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repeats when the room temperature drops below the
set point. In boilers, heat may be purged from the
boiler by running the circulator for a controlled
amount of additional time, delivering either more
heat to the living space or hot water to a storage tank.
Heat will continue to be supplied to the room from
the radiators or hot water baseboard units until they
cool down to room temperature.

U.S. HOUSEHOLD ENERGY CONSUMPTION
AND EXPENDITURES

There were 10.8 million U.S. households that used
tuel oil for space and/or water heating in 1993. The
average household using fuel oil typically comsumed
684 gallons a year for space heating. In addition, 3.6
million U.S. homes used kerosene. Together they
represented 14.4 million homes or 15 percent of the
96.6 million households in the United States. These
houscholds consumed a total of 7.38 billion gallons
of heating fuel and 340 million gallons of kerosene.

There were 52.6 million U.S. households that used
natural gas for space and/or water heating and/ or use
in other appliances (mainly cooking ranges) in 1993.
In addition there were 5.6 million U.S. homes that
used LPG. Together they represented 58.2 million
homes or 60 percent of the 96.6 million households in
the United States. These households consumed a
total of 4,954 billion cubic feet of natural gas and 3.84
billion gallons of LPG for space and water heating.
The average houschold using natural gas typically
uses about 70 million Btu a year for space heating.

Whereas heated homes are mostly located in the
colder regions of the United States like the north and
northeast, natural gas and LPG are used for heating
homes through out the United States in both warmer
and colder climates.

EFFICIENCY

Most new gas and oil-fueled furnaces and boilers
have similar efficiencies. The range of efficiency has
narrowed with the introduction of minimum effi-
ciency standards for new products sold since 1992.
New gas and oil heating equipment currently avail-
able in the marketplace have Annual Fuel Utilization
Efticiency (AFUE) ratings of at least 78 to 80 percent.
AFUE is a measure of how efficient a furnace oper-
ates on an annual basis and takes into account cycling
losses of the furnace or boiler. It does not include the
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Heat loss from distribution pipes and air ducts.

distribution losses in the duct system, which can be
as much as 30 percent or more, especially when ducts
are located in unheated areas such as the attic or
unheated crawl space (see Figure 3). The AFUE also
does not include the electricity to operate the blow-
ers and any other electrical motors, controls or igni-
tors. The AFUE for gas furnaces are clustered in two
groups: those in the range of 78 to 82 percent AFUE
and those in the range of 90 to 96 percent. Few if any
gas furnaces are available between these ranges
because the upper range is a condensing furnace that
requires an additional heat exchanger of a special
alloy steel, a condensate pump and drain, and a spe-
cial flue pipe material.

Because of the price diftferential between low- and
high-efficiency condensing furnaces, only 22 percent
of gas furnaces sold in the mid-1990’s were high-efti-
ciency condensing-type furnaces. Condensate is
water that forms as a result of the combustion
process. When the hydrogen in the fuel combines
with oxygen from the combustion air, it forms water
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vapor (steam) that is cooled and condensed in a con-
densing furnace during the heat exchange process.
Carbon dioxide in the flue gases makes this water act
like soda water and becomes acidic. Fuel oil contains
less hydrogen than natural gas and is therefore less
likely to condense water vapor in the flue gases when
operated in the mid-80 percent range. Therefore oil
furnaces with up to 87 percent AFUE are available
without condensing. The availability of condensing
oil-fueled furnaces is limited since there is little effi-
ciency benefit to be gained from the additional cost of
a special alloy heat exchanger.

Some new features of furnaces available today
include variable speed blowers, which deliver warm
air more slowly and more quietly when less heat is
needed, and variable heat output from the burner,
which when combined with the variable speed blow-
er allows for more continuous heating than the typi-
cal fixed firing rate. Distribution system features can
be sophisticated with zoned heating which employs a
number of thermostats, a sophisticated central con-
troller, and a series of valves or dampers that direct
airflow or water to different parts of the home only
when needed in those areas.

The average AFUE of all installed furnaces is 65 to
75 percent, much lower than post-1992 efficiency
standards due to the different vintages of furnaces
and boilers. Systems that are 40 years old or older are
even less efficient (55-65%), but these represent a
very small fraction of furnaces operating in the
United States today.

The U.S. Department of Energy develops test pro-
cedures for efficiency measurements and sets mini-
mum efficiency standards for furnaces, boilers, and
water heaters. Information on energy efficiency of
buildings and equipment is available from the DOE.

Esher Kweller
Roger ]. McDonald
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FUSES

See: Electricity

FUSION, BOMB

See: Nuclear Fusion

FUSION, POWER

See: Nuclear Fusion

FUTURES

OVERVIEW

A futures contract is an agreement that calls for a sell-
er to deliver to a buyer a specified quantity and quality
of an identified commodity, at a fixed time in the
future, at a price agreed to when the contract is made.
An option on a commodity futures contract gives the
buyer of the option the right to convert the option into
a futures contract. Energy futures and options con-
tracts are used by energy producers, petroleum refin-
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ers, traders, industrial and commercial consumers, and
institutional investors across the world to manage their
inherent price risk, to speculate on price changes in
energy, or to balance their portfolio risk exposure.

With very limited exceptions, futures and options
must be executed on the floor of a commodity
exchange through persons and firms registered with
regulatory authorities. The contracts are traded either
by open outcry, where traders physically transact
deals face to face in specified trading areas called pits
or rings, or electronically via computerized networks.
The futures market provides a standardized trading
environment such that all users know exactly what
they are trading and where their obligations and risks
lie. By entering into a standard futures and/or options
contract, a certain amount of price assurance can be
introduced into a world of uncertainty and price
volatility.

Most futures contracts assume that actual delivery
of the commodity can take place to fulfill the con-
tract. However, some futures contracts require cash
settlement instead of delivery. Futures contracts can
be terminated by an offsetting transaction (i.c., an
equal and opposite transaction to the one that opened
the position) executed at any time prior to the con-
tract’s expiration. The vast majority of futures con-
tracts are terminated by offset or a final cash payment
rather than by physical delivery.

HISTORICAL PERSPECTIVE

Futures contracts for agricultural commodities have
been traded in the United States since the nineteenth
century and have been under federal regulation since
the 1920s. Starting in the late 1970s, futures trading
has expanded rapidly into many new markets, beyond
the domain of traditional physical and agricultural
commodities such as metals and grains. Futures and
options are now offered on many energy commodities
such as crude oil, gasoline, heating oil, natural gas, and
electricity, as well as on a vast array of other com-
modities and financial instruments, including foreign
currencies, government securities, and stock indices.

TERMS AND CONDITIONS

A typical futures contract might call for the delivery
of 1,000 barrels (42,000 U.S. gallons) of unleaded
gasoline meeting defined specifications at petroleum
product terminals in New York Harbor during the
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next twelve months at an agreed price in dollars and
cents per gallon. All terms and conditions other than
the price are standardized. Gasoline is sold through
hundreds of wholesale distributors and thousands of
retail outlets, and is the largest single volume refined
product sold in the United States. It accounts for
almost half of national oil consumption. A market
that diverse is often subject to intense competition,
which in turn breeds price volatility and the need for
reliable risk management instruments for energy
producers and users.

OPTIONS

There are two types of options — call options and put
options. A call option on a futures contract gives the
buyer the right, but not the obligation, to purchase
the underlying contract at a specified price (the strike
or exercise price) during the life of the option. A put
option gives the buyer the right to sell the underlying
contract at the strike or exercise price before the
option expires. The cost of obtaining this right to buy
or sell is known as the option’s “premium.” This is
the price that is bid and oftered in the exchange pit or
via the exchange’s computerized trading system. As
with futures, exchange-traded option positions can
be closed out by offset.

HOW FUTURES AND OPTIONS DIFFER

The major difference between futures and options
arises from the different obligations of buyer and sell-
er. A futures contract obligates both buyer and seller
to perform the contract, either by an offsetting trans-
action or by delivery. Both parties to a futures con-
tract derive a profit or loss equal to the difference
between the price when the contract was initiated
and when it was terminated. In contrast, an option
buyer is not obliged to fulfill the option contract.
Buying an options contract is similar to buying insur-
ance. The buyer is typically paying a premium to
remove risk, while the seller earns the premium and
takes on risk. The option buyer’s loss is limited to the
premium paid, but in order for the buyer to make a
profit, the price must increase above (call option) or
decrease below (put option) the option’s strike price
by more than the amount of the premium paid. In
turn, the option seller (writer or grantor), in
exchange for the premium received, must fulfill the
option contract if the buyer so chooses. Thus, the
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option’s exercise takes place if the option has value (is
“in the money”) before it expires.

FEATURES NEEDED FOR A
WELL-FUNCTIONING MARKET

Whatever the item, such as crude oil, underlying the
futures or options contract, every market needs cer-
tain ingredients to flourish. These include

* Risk-shifting potential—the contract must provide
the ability for those with price risk in the underlying
item to shift that risk to a market participant willing to
accept it. In the energy world, commercial producers,
traders, refiners, distributors and consumers need to
be able to plan ahead, and frequently enter into com-
mitments to buy or sell energy commodities many
months in advance.

* Price volatility—the price of the underlying item
must change enough to warrant the need for shifting
price risk. Energy prices are subject to significant vari-
ance due to factors affecting supply and demand such
as level of economic activity, weather, environmental
regulations, political turmoil, and war. Market psy-
chology also plays its part.

e Cash market competition—the underlying cash (or
physicals) market for the item must be broad enough
to allow for healthy competition, which creates a need
to manage price risk and decreases the likelihood of
market corners, squeezes, or manipulation. The phys-
ical market in energy commodities is the largest such
market in the world.

* Trading liquidity—active trading is needed so that
sizable orders can be executed rapidly and inexpen-
sively. Popular markets such as crude oil, heating oil,
and unleaded gasoline have thousands of contracts
traded daily.

* Standardized underlying entity—the commodity or
other item underlying the futures contract must be
standardized and/or capable of being graded so that it
is clear what is being bought and sold. Energy com-
modities are fungible interchangeable goods sold in
accordance with strict specifications and grades.

Energy is considered to be a well-functioning mar-
ket because it satisfies these criteria. The existence of
such a market has a significant modifying effect on
short-term price volatility, and will temper the
impact of any future disruptions such as those that
occurred in the pre-futures market 1970s. However,
even a well-functioning futures market cannot be



expected to eliminate the economic risks of a massive
physical supply interruption.

MARKET PARTICIPANTS

Most of the participants in the energy futures and
option markets are commercial or institutional ener-
gy producers, such as petroleum producers, refiners,
and electric utilities; traders; or users, such as indus-
trial and transportation companies. The energy pro-
ducers and traders, most of whom are called
“hedgers,” want the value of their products to
increase and also want to limit, if possible, any loss in
value. Energy users, who are also hedgers, want to
protect themselves from cost increases arising from
increases in energy prices. Hedgers may use the com-
modity markets to take a position that will reduce
their risk of financial loss due to a change in price.
Other participants are “speculators” who hope to
profit from changes in the price of the futures or
option contract. It is important to note that hedgers
typically do not try to make a killing in the market.
They use futures to help stabilize their revenues or
their costs. Speculators, on the other hand, try to
profit by taking a position in the futures market and
hoping the market moves in their favor. Hedgers
hold oftsetting positions in the cash market for the
physical commodity but speculators do not.

THE MECHANICS OF TRADING

The mechanics of futures and options trading are
straightforward. Typically, customers who wish to
trade futures and options contracts do so through a
broker. Both, buyers and sellers, deposit funds—tra-
ditionally called margin, but more correctly charac-
terized as a performance bond or good-faith
deposit—with a brokerage firm. This amount is typ-
ically a small percentage—less than 10 percent—of
the total value of the item underlying the contract.
The New York Mercantile Exchange (NYMEX) is
the largest physical commodity futures exchange in
the world. The exchange pioneered the concept of risk
management for the energy industry with the launch
of heating oil futures in 1978, followed by options
and/or futures for sweet and sour crude oil, unleaded
gasoline, heating oil, propane, natural gas, and electric-
ity. The NYMEX is owned by its members and is gov-
erned by an elected board of directors. Members must
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be approved by the board and must meet strict busi-
ness integrity and financial solvency standards.

The federal government has long recognized the
unique economic benefit futures trading provides for
price discovery and offsetting price risk. In 1974,
Congress created the Commodity Futures Trading
Commission (CFTC), replacing the previous
Commodity Exchange Authority, which had limited
jurisdiction over agricultural and livestock commodi-
ties. The CFTC was given extensive authority to reg-
ulate commodity futures and related trading in the
United States. A primary function of the CFTC is to
ensure the economic utility of futures markets as
hedging and price discovery vehicles.

The London-based International Petroleum
Exchange (IPE) is the second largest energy futures
exchange in the world, listing futures contracts that
represent the pricing benchmarks for two-thirds of
the world’s crude oil and the majority of middle dis-
tillate traded in Europe. IPE natural gas futures may
also develop into an international benchmark as the
European market develops larger sales volume.

Besides NYMEX and IPE, there are a number of
other exchanges offering trading opportunities in ener-
gy futures. These include the Singapore International
Monetary Exchange (North Sea Brent crude), The
Chicago Board of Trade (electricity), Kansas City
Board of Trade (western U.S. natural gas), and the
Minneapolis Grain Exchange (Twin Cities’ electrici-
ty). Domestic energy futures trading opportunities
have arisen due to deregulation of the electricity and
natural gas industries introducing many new competi-
tors prepared to compete on the basis of price.

There has been discussion of the possibility of a
futures market in emission credits arising from
domestic regulations or international treaties to
reduce energy use-related greenhouse gas emissions.
These so-called pollution credits would be generated
when Country A (or Corporation A) reduces its emis-
sions below a specific goal, thereby earning credits for
the extra reductions. At the same time,
Country/Corporation B decides that emission con-
trols are too expensive, so it purchases A’s emission
reduction credits. A declining cap on allowable emis-
sions would reduce the available number of credits
over time. The controversial theory is that market
forces would thereby reduce emissions. Although
there is some U.S. experience with the private sale
and barter of such emission credits (a cash or “physi-
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cals” market), it remains to be seen if a true exchange-
traded futures market in emission credits will arise.

ENERGY AND FUTURES PRICES

In addition to providing some control of price risk,
futures and options markets are also very useful
mechanisms for price discovery and for gauging mar-
ket sentiment. There is a world-wide need for accu-
rate, real-time information about the prices estab-
lished through futures and options trading, that is, a
need for price transparency. Exchange prices are
simultaneously transmitted around the world via a
network of information vendors’ terminal services
directly to clients, thereby allowing users to follow
the market in real time wherever they may be. Energy
futures prices are also widely reported in the financial
press. These markets thus enable an open, equitable
and competitive environment.

Frank R. Power
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GASOLINE AND
ADDITIVES

Gasoline is the primary product made from petrole-
um. There are a number of distinct classes or grades
of gasoline. Straight-run gasoline is that part of the
gasoline pool obtained purely through distillation of
crude oil. The major portion of the gasoline used in
automotive and aviation is cracked gasoline obtained
through the thermal or catalytic cracking of the heav-
ier oil fractions (e.g., gas oil). A wide variety of gaso-
line types are made by mixing straight-run gasoline,
cracked gasoline, reformed and synthesized gasolines,
and additives.

Motor fuels account for about one-quarter of all
energy use in the United States. The energy content
of gasoline varies seasonally. The average energy con-
tent of regular gasoline stands at 114,000 Btu/gal in
the summer and about 112,500 Btu/gal in the winter.
The energy content of conventional gasolines also
varies widely from batch to batch and station to sta-
tion by as much as 3 to 5 percent between the mini-
mum and maximum energy values.

Gasoline can be made from coal as well as petrole-
um. In the 1930s and 1940s, Germany and other
European countries produced significant quantities
of gasoline from the high-pressure hydrogenation of
coal. But to convert the solid coal into liquid motor
tuels is a much more complex and expensive process.
It could not compete with the widely available and
easily refined petroleum-based motor fuels.

In the United States, all gasoline is produced by
private commercial companies. In many cases, they
are vertically integrated so that they drill for, find, and
transport oil, process the oil into gasoline and other

products and then sell the gasoline to a network of
retailers who specialize in certain brand name gaso-
lines and gasoline blends. These large refiners may
also market these products to other refiners, whole-
salers, and selected service stations.

GROWING DEMAND FOR GASOLINE

At the end of the nineteenth century, virtually all of
the gasoline produced (around 6 million barrels) was
used as a solvent by industry, including chemical and
metallurgical plants and dry cleaning establishments,
and as kerosene for domestic stoves and space
heaters. But by 1919, when the United States pro-
duced 87.5 million barrels of gasoline, 85 percent was
consumed by the internal combustion engine (in
automobiles, trucks, tractors, and motorboats).

Between 1899 and 1919, as demand for gasoline
grew, the price increased more than 135 percent,
from 10.8 cents/gal to 25.4 cents/gal. From 1929 to
1941, gasoline use by passenger cars increased from
256.7 million barrels to 291.5 million barrels.
Consumption of aviation fuel went from only
753,000 barrels in 1929 to over 6.4 million barrels at
the start of World War II. By 1941, gasoline account-
ed for over one-half of petroleum products with 90
percent of gasoline output used as fuel for automotive
and aircraft engines.

Between 1948 and 1975, per capita consumption
of gasoline in the United States increased from about
150 gal/yr to a little less than 500 gal/yr. A growing
trend after the war was the increasing use of jet fuel
for aircraft and the decline in use of aviation gasoline.
After 1945, oil production increased in other parts of
the world, especially the Middle East and Latin
America. By the 1970s, the Middle East became a
dominant oil producing region. The cartel formed by
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the major Middle Eastern oil producing countries,
known as OPEC, became a major force in setting oil
prices internationally through the control of oil pro-
duction.

Since the mid-1970s, the rate of growth of per
capita gasoline consumption has slowed. An impor-
tant factor in causing this moderation in demand was
the trend to improve automobile fuel economy that
was initiated by worldwide fuel shortages. Fuel econ-
omy hovered around 14.1 mpg between 1955 and
1975; it rose sharply over the next 15 years, reaching
around 28.2 mpg in 1990.

An aging population and continued improvements
in engine technology and fuel economy may slow
U.S. gasoline demand in the early part of the twenty-
first century from the 2 percent annual growth rate of
the 1990s.

KNOCKING AND OCTANE RATING

The process of knocking has been studied extensive-
ly by chemists and mechanical engineers. Knocking is
rapid and premature burning (i.e., preignition) of the
fuel vapors in the cylinders of the engine while the
pistons are still in the compression mode. Research
on knocking was carried out prior to World War I,
but it was only with the increase in the size and
power of automotive engines after 1920 that signifi-
cant attempts were made to deal with the problem on
a commercial basis.

Knocking, which has a distinctive metallic “ping,”
results in loss of power and efficiencies and over time
causes damage to the engine. Knocking is a great
energy waster because it forces the automobile to
consume greater quantities of gasoline per mile than
do engines that are functioning properly. The prob-
lem of engine knocking was an important factor in
the U.S. push for a gasoline rating system. Around
the time of World War I, there was no single standard
specification or measure of gasoline performance.
Many states developed their own specifications, often
conflicting with those promulgated by the automo-
tive and petroleum industries and the federal govern-
ment. Even the various branches of government had
their own specifications. The specifications might be
based on the boiling point of the gasoline fraction,
miles allowed per gallon of fuel, or the chemical
composition of the gasoline.

The octane numbering system was developed in
the late 1920s and was closely linked to the federal
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government’s program of measurement standards,
designed jointly by the Department of the Army and
the National Bureau of Standards.

The octane number of a fuel is a measure of the
tendency of the fuel to knock. The octane scale has a
minimum and maximum based on the performance
of reference fuels. In the laboratory, these are burned
under specific and preset conditions. One reference
tuel 1s normal heptane. This is a very poor fuel and is
given an octane rating of zero. On the opposite end of
the scale is iso-octane (2,2,4 trimethyl pentane). Iso-
octane is a superior fuel and is given a rating of 100.

The octane rating of fuels is derived by simple lab-
oratory procedures. The fuel being tested is burned
to determine and measure its degree of “knocking.”
Then the two reference fuels are blended together
until a reference gasoline is formed that knocks to the
same degree as the tested fuel. The proportion of iso-
octane present in the reference fuel is then the octane
number of the tested gasoline. Some compounds,
like methanol and toluene, perform better than iso-
octane and, by extrapolation, their octane numbers
are over 100. A higher octane number is important
from a very practical consideration: it gives better
engine performance in the form of more miles per
gallon of gasoline.

From the 1920s to the 1940s, catalytic cracking
processes were developed that not only increased
processing efficiencies, but progressively raised the
octane number of gasoline. In 1913, prior to the
devising of the octane scale, the commercialization of
the Burton Process, a noncontinuous thermal tech-
nology, produced gasoline with an estimated octane
number of between 50 and 60. Continuous thermal
cracking, first operated in the early 1920s, produced
gasoline with an octane number of close to 75. With
the first catalytic process in the form of the Houdry
technology (1938), cracked gasoline reached the
unprecedented octane level in the high 80s. Fluid cat-
alytic cracking, the culmination of the cracking art
that came on line in 1943, pushed the quality of gaso-
line to an octane level of 95.

While octane rating provided an objective and ver-
ifiable measure of performance across all grades of
gasoline, it did not immediately lead to unified stan-
dards. It was not until the 1930s, when both the octane
rating and new types of octane-boosting additives
entered the industry, that automotive fuel began to
center around two major types of gasoline—regular
and premium—each operating within its own octane



range. Over the next 60 years, octane rating of gaso-
line increased due to improved refining practices and
the use of additives. In the 1970s and 1980s, the use
of additives became increasingly tied to environmen-
tal concerns (i.e., clean air), as well as higher octane
ratings. Gasoline has come a long way since the
Model T, and it is important to note that, in terms of
constant dollars, it is cheaper today than it was in
1920.

Table 1 shows the major gasoline additives that
were introduced from the 1920s through the 1980s.
The increase in octane number of gasoline with use
of these additives is shown.

TETRAETHYLEAD: THE FIRST
GASOLINE ADDITIVE

One source of knocking was related to the vehicle
engine. All else being equal, an automobile engine
with a higher compression ratio, advanced spark
schedule, or inefficient combustion is more likely to
experience knocking. Within the United States,
research into knocking has focused on the chemical
aspects of gasoline, which is a complex hydrocarbon
mixture of paraffins, naphthenes, and aromatics.

Chemical additives first entered the industry in the
first decade of the century. These additives served a
number of uses. For example, they lessened the
capacity of gasoline to vaporize out of the gas tank or
to polymerize (i.e., produce gummy residues) in the
engine. In the early 1920s, the most important appli-
cation for these substances was to eliminate knock-
ing. Tetracthylead (TEL) was the first major gasoline
additive to be commercialized for this purpose.

Charles F. Kettering, the inventor of the self
starter, the Delco battery, and other major compo-
nents of modern automotive engineering, started to
work on the problem in 1916 at his Dayton
Engineering Laboratories Company (DELCO).
Kettering was induced into this research not by the
problems faced by the automobile but by gasoline-
powered electric lighting systems for farms. These
systems employed generators utilizing internal com-
bustion engines. These engines, which burned
kerosene and not gasoline, knocked badly. Kettering
and his team addressed this nonautomotive concern
as a profitable research project and one of potentially
great benefit to the agricultural sector.

Kettering hired Thomas Midgley Jr., a mechanical
engineer from Cornell, to work with him on the

G ASOLINE AND ADDITIVES

Additive Octane Number
Tetraethyl lead (TEL) 100
Methanol 107
Ethanol 108
Methyl-t-butyl ether (MTBE) 116
Ethyl-t-butyl ether (ETBE) 118

Table 1.

Octane Numbers of Common Gas Additives

project. Studying the combustion process in more
detail, Kettering and Midgley determined that low
volatility in the fuel caused knocking to occur. This
conclusion led them to search for metallic and chem-
ical agents to blend with the gasoline to increase
volatility and reduce knocking.

A promising line of research led Midgley to the
halogen group of chemicals and specifically iodine
and its compounds. General Motors purchased
DELCO Labs in 1919 and the search for an anti-
knock agent came under GM management, with
Kettering and Midgley remaining on board to con-
tinue the work, but with the focus now on automo-
tive application.

Using iodine as their starting point, they experi-
mented with a series of compounds including the
anilines and a series of metals near the bottom of the
periodic table. Lead turned out to be the most effec-
tive of the additives tested. But lead alone caused a
number of problems, including the accumulation of
its oxide in engine components, and particularly the
cylinders, valves, and spark plugs.

Experiments continued to find an appropriate
form of lead that could at the same time prevent the
formation of oxide deposits. Ethylene was found to
combine with lead to form tetracthyllead (TEL), a
stable compound that satisfied this requirement.

Kettering and Midgley were the first to identify it
as a prime antiknock agent, though the compound
had been known since 1852. They estimated that
only a very small amount of TEL—a few parts per
thousand—would result in a 25 percent increase in
horsepower as well as fuel efficiency.

The next stage of development was to design a
production process to link the ethyl group to lead.
GM attempted to make TEL from ethyl iodide. They
built an experimental plant, but the process proved
too expensive to commercialize.
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An alternative source of the ethyl component was
ethyl bromide, a less expensive material. It was at this
point that GM called upon DuPont to take over
process development. DuPont was the largest U.S.
chemical company at the time. It had extensive expe-
rience in the scale-up of complex chemical opera-
tions, including explosives and high-pressure synthe-
sis. The manufacturing process was undertaken by
DuPont’s premier department, the Organic
Chemical section. GM contracted with DuPont to
build a 1,300 pound per day plant. The first com-
mercial quantities of TEL were sold in February 1923
in the form of ethyl premium gasoline.

In 1923, GM set up a special chemical division, the
GM Chemical Co., to market the new additive.
However, GM became dissatisfied with DuPont’s
progress at the plant. In order to augment its TEL
supply, and to push DuPont into accelerating its pace
of production, GM called upon the Standard Oil
Company of New Jersey (later Esso/Exxon) to set up
its own process independently of DuPont. In fact,
Jersey Standard had obtained the rights to an ethyl
chloride route to TEL. This turned out to be a far
cheaper process than the bromide technology. By the
mid-1920s, both DuPont and Jersey were producing
TEL.

GM brought Jersey in as a partner in the TEL
process through the formation of the Ethyl
Corporation, each party receiving a 50 percent share
in the new company. All operations related to the
production, licensing, and selling of TEL from both
DuPont and Jersey were centralized in this company.

Soon after production began, TEL was held respon-
sible for a high incidence of illness and deaths among
production workers at both the DuPont and Jersey
Standard plants. The substance penetrated the skin to
cause lead poisoning. Starting in late 1924, there were
forty-five cases of lead poisoning and four fatalities at
Jersey Standard’s Bayway production plant. Additional
deaths occurred at the DuPont Plant and at the Dayton
Laboratory. This forced the suspension of the sale of
TEL in 1925 and the first half of 1926.

These incidents compelled the U.S. Surgeon
General to investigate the health effects of TEL. The
industry itself moved rapidly to deal with the crisis by
instituting a series of safety measures. Now, ethyl
fluid was blended at distribution centers and not at
service stations (it had been done on the spot and
increased the chances of lead poisoning to service sta-
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tion attendants). Also, ethyl gasoline was dyed red to
distinguish it from regular grade gasoline. DuPont
and Jersey placed tighter controls over the produc-
tion process. The federal government placed its own
set of restrictions on TEL. It set the maximum limit
of 3 cc of TEL per gallon of gasoline. By 1926, TEL
was once again being sold commercially.

Ironically, this episode proved beneficial to
DuPont. DuPont became the dominant source of
TEL after the mid-1920s because they perfected the
chloride process and were far more experienced than
Jersey Standard in producing and handling toxic sub-
stances.

The Ethyl Corp. and DuPont held the TEL patent,
and controlled the TEL monopoly. The company
held the sole right to the only known material that
could eliminate automotive knocking. And it used its
influence in the gasoline market to manipulate prices.
Over the next few years, the company wielded its
monopoly power to maintain a 3-5 cent differential
between its “ethyl” gasoline and the regular, unlead-
ed gasoline sold by the rest of the industry.

Throughout the 1930s TEL proved itself a prof-
itable product for DuPont, which remained virtually
the only TEL producer into the post-World War II
period. With no advantage to be gained in further col-
laboration, DuPont severed its ties with Ethyl Corp.
in 1948 and continued to manufacture TEL inde-
pendently.

COMPETING AGAINST TEL: ALTERNATIVE
ANTIKNOCK TECHNOLOGY

As the automotive industry continued to introduce
higher compression engines during the 1920s and
1930s, refiners increasingly relied on TEL to meet
gasoline quality. By 1929, fifty refiners in the United
States had contracted with the Ethyl Corp. to incor-
porate TEL in their high test gasoline.

TEL was not the only way to increase octane num-
ber. Those few companies who did not wish to do
business with Jersey Standard, sought other means to
produce a viable premium gasoline. TEL represented
the most serious threat to the traditional gasoline
product. It was cheap, very effective, and only 0.1
percent of TEL was required to increase the octane
number 10 to 15 points. In contrast, between 50 to
100 times this concentration was required of alterna-
tive octane enhancers to achieve the same effect.



Benzol and other alcohol-based additives improved
octane number, up to a point. Experiments using
alcohol (ethanol, methanol) as a replacement for gaso-
line began as early as 1906. In 1915, Henry Ford
announced a plan to extract alcohol from grain to
power his new Fordson tractor, an idea that never
achieved commercial success.

The shortage of petroleum after World War I
induced an intense search for a gasoline substitute in
the form of alcohol. The trade press felt alcohol
would definitely replace gasoline as a fuel at some
point. The advantages of alcohol cited in the techni-
cal press included greater power and elimination of
knocking.

The push to use alcohol as a fuel surfaced at vari-
ous times coinciding with real or perceived gasoline
shortages and often directed by the farm lobby dur-
ing periods of low grain prices. The great discoveries
of oil in the Mid-Continental fields in the1920s
reduced the incentive for the use of alcohol as a fuel.
But in the 1930s the severe agricultural crisis brought
back interest in alcohol. Alcohol distillers, farmers,
and Midwest legislators unsuccesstully attempted to
regulate the blending into gasoline of between 5-25
percent ethanol. It took the oil supply disruptions of
the 1970s for farm state legislators to pass legislation
to highly subsidize ethanol. The subsidies, which
remain in effect today, are the reason ethanol contin-
ues to play a notable role as a fuel additive.

As experiments at Sun Oil Co. in the early 1930s
indicated, there were serious disadvantages associated
with alcohol. While alcohol did in fact appear to
increase the octane number, it left large amounts of
deposits in the engine. Alcohol also vaporized out of
the gas tank and engine at rapid rates. And the com-
bustion temperature of the alcohol group is lower
than for hydrocarbons because it is already partially
oxidized.

The most effective competitive approach for the
more independent refiners was in developing new
types of cracking technologies. Companies like Sun
Oil, one of the few companies who remained inde-
pendent of Jersey and Ethyl, continued to expand the
limits of thermal cracking, notably by employing
higher pressures and temperatures. Sun’s gasoline
reached octane levels close to those achieved by gaso-
lines spiked with TEL (i.e., between 73 and 75). Sun
Oil continued to compete with additives purely
through advanced cracking technology, a path that
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would lead by the late 1930s to the first catalytic
cracking process (i.e., the Houdry Process). But by
this time, more advanced refining processes were
coming on line and competing with the Houdry
Process. By the early 1940s, Jersey Standard devel-
oped fluidized bed catalytic cracking technology.
Fluidized cracking proved superior to Houdry’s fixed
bed process with respect to both production
economies and the quality of the product (i.e., octane
rating of the gasoline). Fluidized cracking quickly
displaced Houdry’s catalytic cracking technology as
the process of choice.

Competition did not center on quality alone. Price
and packaging were called into play as weapons
against the onslaught of TEL. For example, as a mar-
keting tool, Sun Oil dyed its gasoline blue to more
easily identify it as a high premium fuel (customers
actually saw the gasoline being pumped in a large
clear glass reservoir on top of the gas pump). Sun
then competed aggressively on price. Whereas TEL-
using refiners sold two grades of gasoline, regular and
premium, Sun marketed only its premium “blue
Sunoco” at regular grade prices. Sun could do this
because it was not burdened, as TEL was, with such
additional costs as blending and distribution expens-
es that cut into profit margins.

By the late 1920s and into the 1940s, with the use
of either TEL, other additives, or advanced cracking
technology, a number of premium grade gasolines
appeared on the market. In addition to Sun’s premi-
um, there was Gulf’s “NoNox,” Sinclair’s premium
“H.C.’s” gasoline, and Roxana Petroleum’s “Super-
Shell.” The use of TEL has plummeted since the
government’s mandate in 1975 to install catalytic
converters for reducing the carbon monoxide and
unburned hydrocarbons in automotive exhaust gases.
This is because lead poisons the noble metal (chiefly
platinum) catalysts used. In addition the lead bearing
particulates in the emissions from engines burning
leaded fuel are toxic in their own rights.

POSTWAR DEVELOPMENTS: GASOLINE AND
THE ENVIRONMENT

Additives and the blending process became an
increasingly important part of gasoline manufacture
after World War II. Refiners had to balance such fac-
tors as customer specifications, regulatory require-
ments, and probable storage (i.e., nonuse) time. The
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industry became more precise in how, when, and
how many of components should be added to gaso-
lines. The large, modern refinery increasingly incor-
porated complex computer programs to help plan
and effect blending requirements. Critical factors
that had to be factored into these calculations includ-
ed seasonal adjustments, current and anticipated
demand, regulatory levels, and supply schedules of
the various components.

Since the 1950s, an increasing portion of a refiner’s
R&D has gone into new and improved additives.
Beyond their role as antiknock agents, additives and
blending agents have taken on an ever broadening
range of functions to improve the performance of
fuels in automotive and aircraft engines.

Sulfur and Gasoline

In recent years, there has been a greater under-
standing of the role of automotive emissions as envi-
ronmental pollutants. Sulfur dioxide, nitrogen
oxides, and carbon monoxide degrade the earth’s
atmosphere and are health hazards. Carbon dioxide
adds to the atmospheric buildup of greenhouse gases
and in turn accelerates the process of global warming.

Sulfur is a particular problem as an environmental
hazard. It occurs naturally in various concentrations
in petroleum, and it is difficult and costly to remove
all of it. Distillation and cracking removes some, but
small amounts survive the distillation and cracking
processes and enter into the gasoline. The average
level of sulfur in gasoline has not changed much
since 1970, remaining at 300 parts per million (ppm)
with a range between 30 and 1,000 ppm.

High levels of sulfur not only form dangerous
oxides, but they also tend to poison the catalyst in the
catalytic converter. As it flows over the catalyst in the
exhaust system, the sulfur decreases conversion effi-
ciency and limits the catalyst’s oxygen storage capac-
ity. With the converter working at less than maxi-
mum efficiency, the exhaust entering the atmosphere
contains increased concentrations, not only of the
sulfur oxides but also, of hydrocarbons, nitrogen
oxides, carbon monoxides, toxic metals, and particu-
late matter.

In the 1990s, the EPA began controlling sulfur
through its reformulated gasoline program. It devel-
oped regulations in 1999 that would sharply reduce
the sulfur content in gasoline from 300 ppm to a
maximum of 80 ppm.
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The new regulations, scheduled to go into effect in
2004, are compelling certain refiners to purchase
low-sulfur content (“sweet”) crude oil. This is the
strategy being pursued by Japanese refiners.
However, the Japanese are not major oil producers
but import oil from other producing countries. U.S.
refiners, in contrast, consume oil from a wide range
of (“sour”) petroleum sources that have a high-sulfur
content, including Venezuela, California, and parts of
the Gulf Region. U.S. companies own and operate
oil producing infrastructures (i.e., derricks,
pipelines), within the United States and overseas.
They are committed to working these oil fields, even
if producing high-sulfur oil. U.S. refineries thus
need to continue dealing with high-sulfur crude oil.
Imported crude from the Middle East, while histori-
cally low in sulfur, is also becoming increasingly less
sweet.

Petroleum refiners will have to reduce sulfur con-
tent at the refineries. This will require the costly
retooling of some of their plant operations in order to
achieve a suitable fuel mix. Removing additional
amounts of sulfur at the refinery will entail installa-
tion of separate catalyst-based process such as hydro-
sulfurization. Another possible approach is the
removal of sulfur in liquid oil or gasoline by the use
of both organic and inorganic scavenger agents added
to the oil or gasoline to seck out, combine with, and
precipitate out sulfur and its compounds.

Reformulated Gasoline and MTBE

Prior to the Clean Air Act of 1990, environmental
regulations were aimed at reducing emissions as they
left the exhaust system. The catalytic converter has
been the primary means of attacking air pollution in
this way. After 1990, regulations for the first time
undertook to alter the composition of the fuel itself.
Reformulated gasoline applies to gasoline that is sold
in the nine metropolitan areas designated by the EPA
with the highest level of ozone pollution. About 48
million people reside in areas where ozone concen-
trations exceed federal standards.

Reformulation refers to the transformation of
gasoline to make it cleaner with respect to emissions.
Beginning in 1995, specifications for reformulated
gasoline included a 2 percent minimum oxygen con-
tent and a maximum content of various organic and
inorganic pollutants. In addition, heavy metal addi-
tives in gasoline are prohibited. A disadvantage of
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reformulated gasoline is that it contains 1 to 3 percent
less energy per gallon than traditional gasoline.
Many reformulated gasolines use oxygenated
compounds as additives. Clean Air regulations speci-
ty the need for oxygenated fuel in 39 metropolitan
areas with high carbon monoxide concentrations.
The regulations for oxygenated fuel are seasonal:

during the winter season, gasoline must contain a
minimum of 27 percent oxygen. The oxygen helps
engines to burn the fuel more completely which, in
turn, reduces monoxide emissions. The major addi-
tive to supply the additional oxygen to reformulate
gasoline to satisfy these requirements is the methanol
derivative, methyl tertiary butyl ether (MTBE).
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Currently, this additive is used in over 30 percent of
U.S. gasoline.

MTBE was first used as a fuel additive in the 1940s
and was a popular additive in Europe in the 1970s and
1980s. In the late 1970s, MTBE began replacing lead
in this country to enhance octane number. In the late
1980s, California led the way in the United States for
its use as an oxygenate for cleaner burning fuel. The
consumption of MTBE in the United States increased
rapidly between 1990 and 1995 with the passage of the
Clean Air Act and, a few years later the implementa-
tion of the federal reformulated gasoline program.
Currently, MTBE is produced at 50 U.S. plants locat-
ed in 14 states. About 3.3 billion gallons of MTBE,
requiring 1.3 billion gallons of methanol feedstock, are
blended annually into reformulated gasoline.

In the late 1990s, MTBE came under serious
attack on grounds of both efficacy and safety. A
report by the National Research Council (1999) stat-
ed that the addition of oxygen additives in gasoline,
including MTBE and ethanol, are far less important
in controlling pollution than emission control equip-
ment and technical improvement to vehicle engines
and exhaust systems.

Moreover, MTBE has been found in groundwa-
ter, lakes and reservoirs used for drinking water, and
it has been linked to possible serious disease. The
probable occurrence of cancerous tumors in labora-
tory rats injected with MTBE alerted federal agencies
as to its possible health hazards. In 1999, the EPA
reversed itself, recommending the phasing out of
MTBE as an additive to gasoline.

During the first half of 2000, MBTE production in
the Unites States averaged 215,000 barrels per day. In
the same six-month period, the average production
offuel ethanol was 106,000 barrels per day. In light of
the EPA’s 1999 recommendation, ethanol will most
likely replace MTBE as an effective oxygenate addi-
tive. In addition to its use as an oxygenate, ethanol
enhances octane ratings and dilutes contaminants
found in regular gasoline.

New and Emerging Gasoline Additives

The development and blending of additives is
undertaken for the most part by the petroleum refin-
ing industry. Additives are essential to the economic
well-being of the industry because they tend to boost
sales for gasoline and diesel fuel. In most cases, addi-
tives do not differ in price by more than three to four
cents a gallon. The recently developed additives do
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not necessarily sacrifice fuel efficiency for higher
octane numbers. They are multifunctional. In addi-
tion to boosting octane ratings they may also clean
the engine, which, in turn, leads to greater fuel effi-
ciency.

Beyond their role in enhancing octane numbers
and reducing emissions, the group of more recent
fuel additives performs a growing range of functions:
antioxidants extend the storage life of gasoline by
increasing its chemical stability; corrosion inhibitors
prevent damage to tanks, pipes, and vessels by hin-
dering the growth of deposits in the engine and dis-
solving existing deposits; demulsifiers or surface
active compounds prevent the formation of emul-
sions and the dirt and rust entrained in them that can
foul the engine and its components.

Beginning in the 1970s, gasoline additives increas-
ingly took on the role of antipollutant agent in the
face of government attempts to reduce automotive
emissions into the atmosphere. Despite the advances
made in cracking and reforming technologies and in
the development and blending of additives (not to
mention enhancements in the engine itself), the use
of automotive gasoline has increased the level of air
pollution. This is so because modern distillates,
blends of straight run and cracked or chemically
transformed product, tend to have a higher aromatic
content. The result is longer ignition delays and an
incomplete combustion process that fouls the engine
and its components and increases particulate and
oxide emissions.

Continued implementation of clean air legislation,
especially within the United States, is expected to
accelerate the consumption of fuel additives. In 1999,
the EPA proposed wide-ranging standards that would
eftectively reformulate all gasoline sold in the United
States and significantly reduce tailpipe emissions
from trucks and sports utility vehicles. These regula-
tions require potentially expensive sulfur-reducing
initiatives from both the oil industry and the
automakers. For refiners, it will require significant
redesign and retooling of plant equipment and
processes will be required in order to achieve suitable
changes in the fuel mix because the U.S. oil industry
is committed to continue development of its sour
petroleum reserves. The DOE expects that the more
complex processing methods will add six cents to the
cost of a gallon of gasoline between 1999 and 2020.

In the United States alone, the demand for fuel



additives is expected to reach over 51 billion pounds
by 2002. Oxygenates are anticipated to dominate the
market, both within the United States and interna-
tionally. Nonpremium gasoline and diesel fuel repre-
sent the fastest growing markets for fuel additives.

A recently marketed fuel additive is MMT
(methylcyclopentadienylmanganese  tricarbonyl).
MMT was first developed by the Ethyl Corporation
in 1957 as an octane enhancing agent and has experi-
enced a growth in demand in the 1990s. MMT was
Ethyl Corporation’s first major new antiknock com-
pound since TEL.

However, in 1997, the EPA blocked the manufac-
ture of MMT. The Agency took this action for two
reasons. It determined that MMT had the potential
for being hazardous to humans, and in particular to
children. The EPA is especially concerned about the
toxic effects of the manganese contained in MMT.
Also, the EPA discovered that MMT was likely inter-
fering with the performance of the catalytic convert-
ers in automobiles and in turn causing an increase in
exhaust emissions in the air. In 1998, the EPA deci-
sion was overturned by a federal appeals court in
Washington. The court’s decision allows the Ethyl
Corp. to test MMT while it is selling the additive.
The decision set no deadline for the completion of
tests. In addition to its use in the United States,
MMT is consumed as an additive in unleaded gaso-
line in Canada.

In addition to MTBE and MMT, other kinds of
additives are being developed. Some of these are
derivatives of alcohol. Variations of MTBE are also
being used, especially the ether-derived ETBE
(ethyl-t-butyl ether).

A new generation of additives specifically designed
for aircraft gasoline are also being developed. These
additives address such problems as carbon buildup,
burned and warped valves, excessive cylinder head
temperatures, stuck valves and piston rings, clogged
injectors, rough idle, and detonation. Aviation fuel
additives often act as detergents (to remove deposits),
octane enhancers, and moisture eliminators.

Competition from Alternative Fuels

Most alternative fuel vehicles on the road today
were originally designed for gasoline, but converted
for use with an alternative fuel. Because the petrole-
um industry has successfully responded to the com-
petitive threats of alternative fuels by developing
reformulated gasolines that burn much cleaner, the
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conversions are typically performed more for eco-
nomic reasons (when the alternative fuel is less
expensive, which has occurred with propane) rather
than environmental reasons. It is likely that technical
advances will continue to permit petroleum refiners
to meet the increasingly more stringent environmen-
tal regulations imposed on gasoline with only minor
increases in the retail price. And since petroleum
reserves will be abundant at least through 2020, gaso-
line promises to dominate automotive transportation
for the foreseeable future.

However, fuel cell vehicles, which are designed to
generate their power from hydrogen, pose a major
long-term threat to the preeminence of gasoline.
Automakers believe the best solution is to extract
hydrogen from a liquid source because hydrogen has
a low energy density and is expensive to transport and
store. All the major automakers are developing fuel
cell vehicles powered by hydrogen extracted from
methanol because reforming gasoline into hydrogen
requires additional reaction steps, and a higher oper-
ating temperature for the reformer. Both require-
ments are likely to make the gasoline reformer larger
and more expensive than the methanol reformer.
Moreover, the sulfur content of gasoline is another
major reason that automakers are leery of developing
gasoline reformers for fuel cell vehicles. Quantities as
low as a few parts per million can be a poison to the
tuel cell stack. There are no gasoline reformer fuel cell
vehicles in operation, so an acceptable level of sulfur
has not been determined. If it is determined that an
ultralow-sulfur gasoline blend can be developed
specifically for fuel cell vehicles, it would be a far less
expensive solution than developing the fuel produc-
tion, delivery and storage infrastructure that would be
needed for methanol-powered fuel cell vehicles.

Sanford L. Moskowitz

See also: Efficiency of Energy Use, Economic
Concerns and; Engines; Fuel Cells; Fuel Cell
Vehicles; Hydrogen; Methanol; Synthetic Fuel.
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GASOLINE ENGINES

The gasoline engine is a device to convert the chem-
ical energy stored in gasoline into mechanical energy
to do work—to mow a lawn; chainsaw a tree; propel
a car, boat, or airplane; or to perform myriad other
tasks. The energy in the gasoline is transformed into
heat within the engine through combustion, so the
gasoline engine is an internal combustion engine.

556

Rocker Arm Valve Spring
Coolant Jacket
Cylinder Head
Spark Plug Intake Manifold
Pushrod Valve Guide
Cylinder Block Intake Valve
Tappet y 5 \. Cylinder Liner
Crankcase Piston Rings
Cam Piston
Camshaft Piston Pin
Oil Dipstick
ting R
Crankshatft Connecting Rod
Crankpin N Oil Pan
Figure 1.

Cross section through gasoline engine using push-
rod valve actuation.

Because combustion is normally initiated by an elec-
tric spark, the gasoline engine is also frequently
known as a spark-ignition engine.

A number of different kinematic mechanisms have
been used to extract mechanical work from the heat-
ed products of combustion. The preferred option is
the slider-crank mechanism, which is incorporated
into the gasoline-engine cross section of figure 1. In
the slider-crank mechanism, the piston reciprocates
up and down within a cylinder, alternately doing
work on and extracting work from the gas enclosed
by the piston, cylinder walls, and cylinder head. A
poppet-type intake valve in the cylinder head opens
during part of the engine cycle to admit a fresh charge
of air and fuel. A spark plug ignites the mixture at the
appropriate time in the cycle. A poppet-type exhaust
valve (hidden behind the intake valve in Figure 1)
opens later in the cycle to allow the burned products
of combustion to escape the cylinder.

The reciprocating motion of the piston is trans-
formed into rotary motion on the crankshaft by two
of the links in the slider-crank mechanism—the con-
necting rod and the crank (hidden from view in this
cross section). The connecting rod joins the piston
pin to the crank pin. The crank connects the crank



Cam

Rocker Arm

Valve Spring

Figure 2.
Overhead-cam valve actuation.

pin to the crankshaft. The crank and the crank pin are
usually integral parts of the crankshaft.

In Figure 1, the intake and exhaust valves are actu-
ated by a camshaft chain, or a gear-driven from the
crankshaft at half engine speed. The camshaft, oper-
ating through a tappet and push rod, tilts one end of
a pivoted rocker arm at the appropriate time during
the cycle. The opposite end of the rocker arm, work-
ing against the force of a valve spring, opens and clos-
es a poppet valve. Each intake and exhaust valve has
its own such mechanism.

This arrangement of valves defines a push-rod
engine. In the alternative approach of Figure 2, the
camshaft is moved to a position above the cylinder
head, eliminating the push rod. This configuration
defines an overhead-cam engine. The overhead
camshaft is driven from the crankshaft by either a belt
or a chain.

Other essential elements of a gasoline engine are
also evident in Figure 1. The oil pan, fastened to the
bottom of the crankcase, contains a reservoir of oil
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that splashes up during engine operation to lubricate
the interface between the cylinder wall and the piston
and piston rings. These rings seal the gas within the
space above the piston. The dipstick used to verify an
adequate oil supply is evident. Liquid in the coolant
jacket seen in the cylinder head and surrounding the
cylinder wall maintains the engine parts exposed to
combustion gases at an acceptable temperature.

HISTORICAL BACKGROUND

The first practical internal-combustion engine is
attributed to the Frenchman Jean Lenoir in 1860. His
single-cylinder engine completed its cycle in but two
strokes of the piston. On the first stroke, the piston
drew a fresh charge of air and a gaseous fuel into the
cylinder. Near midstroke, the intake valve closed, a
spark ignited the trapped charge, the ensuing com-
bustion quickly raised cylinder pressure, and the
remainder of the piston stroke involved expansion of
the combustion products against the piston to pro-
duce useful output work for transmission to the
crankshaft. On the return stroke of the piston, the
combustion products were expelled from the cylin-
der through an exhaust valve.

Four-Stroke Piston Engine

In France in 1862, Beau de Rochas outlined the
principles of the four-stroke engine so common
today. However, he never transformed those princi-
ples into hardware. Among the improvements pro-
posed by de Rochas was compression of the charge
prior to combustion. In contrast, the charge in the
Lenoir engine was essentially at atmospheric pressure
when combustion was initiated.

The operating principles of the four-stroke cycle
are illustrated in Figure 3. In Figure 3a the descend-
ing piston draws a fresh charge into the cylinder
through the open intake valve during the intake
stroke. In Figure 3b, the intake valve has been closed,
and the ascending piston compresses the trapped
charge. As the piston approaches top dead center
(TDC) on this compression stroke, the spark plug
ignites the mixture. This initiates a flame front that
sweeps across the chamber above the piston.
Combustion is normally completed during the
expansion stroke (see Figure 3c) well before the pis-
ton reaches bottom dead center (BDC). Before BDC
is reached, the exhaust valve begins to open, releasing
pressurized combustion products from the cylinder.
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a. Intake

b. Compression

c. Expansion d. Exhaust

Figure 3.

Four-stroke cycle. TDC and BDC = top dead center and bottom dead center positions of the piston, respec-
tively. V, = displacement. V, = clearance volume. Compression ratio = (V4 + V,)/V..

During the exhaust stroke (see Figure 3d) the ascend-
ing piston expels most of the remaining products
through the open exhaust valve, in preparation for a
repetition of the cycle.

In 1876 in Germany, Nikolaus Otto built the first
four-stroke engine, even though he was apparently
unaware of the proposals of de Rochas. An idealized
version of the cycle on which his 1876 engine oper-
ated is represented on coordinates of cylinder pres-
sure versus volume in Figure 4. From 1 to 2, the pis-
ton expends work in compressing the fresh charge as
it moves from BDC to TDC. At 2, combustion
releases chemical energy stored in the fuel, raising
cylinder pressure to 3. From 3 to 4, the products
expand as the piston returns to BDC, producing use-
tul work in the process. From 4 to 5, the burned gas
is expelled from the cylinder as pressure drops to its
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initial value. These four events comprise what has
come to be known in engineering thermodynamics
as the Otto cycle.

The horizontal line at the bottom of the pressure-
volume diagram of Figure 4 traces the other two
strokes of the four-stroke cycle. On the exhaust
stroke, from 5 to 6, the rising piston expels most of
the remaining combustion products from the cylin-
der. On the intake stroke, from 6 to 7 (= 1), the
descending piston inducts a fresh charge for repeti-
tion of the cycle. The net thermodynamic work
developed in this cycle is proportional to the area
enclosed by the pressure-volume diagram. In the
ideal case, both the exhaust and intake strokes occur
at atmospheric pressure, so they have no effect on the
net output work. That justifies their exclusion from
the thermodynamic representation of the ideal Otto
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Figure 4.

Pressure-volume diagram for ideal Otto cycle (1-2-3-
4-5), with exhaust and intake of four-stroke cycle
(5-6-7) added .

cycle. The pressure-volume diagram for an actual
operating engine deviates somewhat from this ideal-
ization because of such factors as noninstantaneous
combustion, heat loss from the cylinder, and pressure
loss across the valves during intake and exhaust.

Two-Stroke Piston Engine

Toward the end of the nineteenth century, suc-
cessful two-stroke engines operating on the Otto
cycle were developed by Dugald Clerk, James
Robson, Karl Benz, and James Day. In this engine,
the intake, combustion, expansion, and exhaust
events all occur with but two piston strokes, or one
crankshaft revolution. In principle this should double
the output of a four-stroke engine of equal piston
displacement. However, instead of the intake and
exhaust events taking place during sequential strokes
of the piston, they occur concurrently while the pis-
ton is near BDC. This impairs the ability of the
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engine to induct and retain as much of the fresh
charge as in an equivalent four-stroke engine, with its
separate intake and exhaust strokes. Thus the power
delivered per unit of piston displacement is some-
what less than twice that of a comparable four-stroke
engine, but still translates into a size and weight
advantage for the two-stroke engine.

To deliver a fresh charge to the cylinder in the
absence of an intake stroke, the two-stroke engine
requires that the incoming charge be pressurized
slightly. This is often accomplished by using the
underside of the piston as a compressor, as illustrated
in Figure 5. In Figure 5a, the piston is rising to com-
press the charge trapped in the cylinder. This creates
a subatmospheric pressure in the crankcase, opening
a spring-loaded inlet valve to admit a fresh charge. In
Figure 5b, the mixture has been ignited and burned
as the piston descends on the expansion stroke to
extract work from the products. Later during the pis-
ton downstroke, Figure 5c, the top of the piston
uncovers exhaust ports in the cylinder wall, allowing
combustion products to escape. During descent of
the piston, Figures 5b and c, the air inlet valve has
been closed by its spring, and the underside of the
piston is compressing the charge in the crankcase. In
Figure 5d, the piston is just past BDC. Intake ports in
the cylinder wall have been uncovered, and the pis-
ton, which has just completed its descent, has trans-
ferred the fresh charge from the crankcase into the
cylinder through a transfer passage.

Note in Figure 5 that with the piston near BDC,
both intake and exhaust ports are open concurrently.
This provides a pathway whereby some of the incom-
ing charge can “short-circuit” the cycle and exit with
the exhaust gas. If the engine uses an upstream car-
buretor to mix fuel into the air before the charge
enters the crankcase, then a fraction of the fuel leaves
with the exhaust gas. That penalizes fuel economy
and increases exhaust emissions. This escape path for
unburned fuel can be eliminated by injecting fuel
directly into the cylinder after both ports are closed,
but at the cost of increased complexity.

If the crankcase compression illustrated in Figure
5 is used, the reservoir of lubricating oil normally
contained in the crankcase of a four-stroke engine
(see Figure 1) must be eliminated. Cylinder lubrica-
tion is then usually accomplished by mixing a small
quantity of oil into the fuel. This increases oil con-
sumption. An alternative allowing use of the

559



G ASOLINE ENGINES

(a) (b)
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Figure 5.
Two-stroke cycle with crankcase compression.

crankcase as an oil reservoir is to eliminate the trans-
fer passage and add an engine-driven blower to pro-
vide the pressurized fresh charge directly through the
intake ports. Again this increases engine complexity.

Rotary Engine

The four-stroke and two-stroke engines described
above both use the slider-crank mechanism to trans-
form piston work into crankshaft torque, but other
intermittent-combustion engines have been con-
ceived that use different kinematic arrangements to
achieve this end. The only one that has realized sig-
nificant commercial success is the rotary engine first
demonstrated successfully in Germany by Felix
Wankel in 1957.

Ilustrated in Figure 6, this engine incorporates a flat
three-sided rotor captured between parallel end walls.
The rotor orbits and rotates around the central shaft
axis, and within a stationary housing that is specially
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shaped so that the three apexes of the rotor always
remain in close proximity to the inner wall of the
housing. Linear apex seals separate three chambers,
each enclosed by a rotor flank, the stationary housing,
and the two end walls. The chambers are further
sealed by rotor side seals that rub against the end walls.
As the rotor orbits and rotates, the volume of each
chamber periodically increases and decreases, just as
the cylinder volume above a piston of the slider-crank
mechanism changes throughout the engine cycle. A
crankshaft-mounted eccentric transmits the output
work from the rotor to the engine output shaft.

The engine cycle can be understood by following
the flank AB in Figure 6. In Figure 6a, the fresh
charge is entering the chamber through a peripheral
inlet port. As the rotor rotates clockwise, in Figure 6b
the volume of the chamber is decreasing to compress
the charge. In Figure 6¢, the chamber volume is near
its minimum and the spark plug has ignited the mix-
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a. Intake b. Compression

c. Ignition

d. Expansion e. Exhaust

Figure 6.
Wankel rotary combustion engine.

ture. In Figure 6d, the burned products are expand-
ing. In Figure 6¢, apex A has uncovered the peripher-
al exhaust port to release the expanded products.
Thus each chamber mimics the four-stroke cycle of
the slider-crank mechanism.

Given the three flanks of the rotor, there are three
power pulses per rotor revolution. The output shaft
rotates at three times rotor speed. Thus there is one
power pulse for each revolution of the output shaft,
just as in a two-stroke piston engine. This, combined
with the absence of connecting rods and the ability of
the engine to run smoothly at high speeds, con-
tributes to the compactness of the Wankel rotary
engine. However, the segments of the housing
exposed to the heat of the combustion and exhaust
processes are never cooled by the incoming charge, as
in the reciprocating piston engine. The high surface-
to-volume ratio of the long, thin combustion cham-
ber promotes high heat loss. The chambers have
proved difficult to seal. Such factors penalize the fuel
economy of the Wankel engine relative to its slider-
crank counterpart, which is one of the factors that has
impaired its broader acceptance.

MULTICYLINDER ENGINES

Otto’s single-cylinder engine of 1876 had a nominal
cylinder bore of half'a foot and a piston stroke of a foot.
Operating at 180 rpm, it developed about 3 horsepow-

er from its 6-liter displacement. Today a 6-liter auto-
motive engine would likely have eight cylinders and
deliver more than a hundred times as much power.

The most common arrangements for multicylin-
der engines are illustrated in Figure 7.
Contfigurations employing four cylinders in line (I-
4), and vee arrangements of either six (V-6) or eight
(V-8) cylinders, currently dominate the automotive
field. However, I-3, 1-5, I-6, V-10, V-12, and six-
cylinder horizontally opposed (H-6) arrangements
are used as well.

Also represented in Figure 7 is the radial arrange-
ment of cylinders common in large aircraft engines
before the advent of jet propulsion. Five, seven, or
nine cylinders were arranged in a bank around the
crankshaft. Larger engines used two banks, one
behind the other. One of the last, most powerful
radial aircraft engines employed twenty-eight cylin-
ders in four banks of seven cylinders each. These
radial aircraft engines were air-cooled.

Individual-cylinder piston displacement in contem-
porary gasoline engines generally ranges from 0.15 to
0.85 liter, with the bore/stroke ratio varying between
0.8 and 1.3. Mean piston speed, which is twice the
product of stroke and crankshaft rotational speed, gen-
erally falls between 8 and 15 meters/per second. Thus
engines with larger cylinders are designed for slower
rotational speeds. Choosing the number of cylinders

561



G ASOLINE ENGINES

In-Line

Horizontally Opposed

Vee

Radial

Figure 7.
Some multicylinder engine arrangements.

and their physical arrangement in engine design are
often influenced significantly by such issues as the
dimensions of the engine compartment or the bore-
centerline spacing built into existing tooling.

ENGINE EFFICIENCY

It is common practice to measure the effectiveness of
the engine as an energy conversion device in terms of’
the fraction of the fuel energy consumed that is actu-
ally delivered as useful output work. This fraction is
customarily termed “thermal efticiency.” In vehicular
use, fuel economy (e.g., miles/per gallon) is directly
proportional to thermal efficiency, although vehicle
fuel economy also depends on such parameters as
vehicle weight, aecrodynamic drag, rolling resistance,
and the energy content of a gallon of fuel.

The efficiency of the 1860 Lenoir engine was no
more than 5 percent. An efficiency of 14 percent was
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claimed for Otto’s original four-stroke engine of
1876. The best efficiency of modern automobile
engines burning gasoline is in the 30 to 35 percent
range. Small engines are generally somewhat less effi-
cient than large ones. As discussed above, the sim-
plicity of the crankcase-scavenged two-stroke engine,
commonly employed in such low-power engines as
those used in gardening equipment, carries an addi-
tional efficiency penalty. At the other extreme, large,
slow-speed marine engines have demonstrated effi-
ciencies in the 50 percent range, but these are com-
pression-ignition engines operated on diesel fuel
rather than gasoline.

The best efficiency attainable from a gasoline
engine of specified power rating depends heavily on
four parameters: compression ratio, air/fuel ratio,
spark timing, and the fraction of the mechanical
energy developed in the cylinder or cylinders devot-



ed to overcoming parasitic losses. The compression
ratio is the ratio of cylinder volume at BDC to vol-
ume at TDC. The air/fuel ratio is simply the mass of
air inducted by the cylinders divided by the mass of
tuel added to it. The spark timing is the number of
degrees of crankshaft rotation before TDC at which
the ignition spark is discharged. Parasitic losses
include (1) engine friction, (2) the energy consumed
by such essential components as the oil pump, fuel
pump, coolant pump, generator used for charging the
battery, and radiator cooling fan, and (3) the pump-
ing loss associated with drawing the fresh charge into
the cylinder during intake and expelling the combus-
tion products from the cylinder during the exhaust.

Compression Ratio

Raising the compression ratio generally increases
the thermal efficiency of the gasoline engine, as can
be demonstrated by thermodynamic analysis of the
engine cycle. The simplest such analysis is of the air-
standard Otto cycle (see Figure 3, path 1-2-3-4-5).
This technique assumes that the cylinder is filled
with air behaving as a perfect gas (i.e., with constant
specific heat), that from 2 to 3 heat is added to the air
from an external source (no internal combustion),
that from 4 to 5 heat is rejected from the air to the
surroundings (no exhaust process), and that during
compression (1 to 2) and expansion (3 to 4) the air
exchanges no heat with its surroundings. This consti-
tutes a thermodynamic cycle because the composi-
tion, pressure, and temperature of the cylinder con-
tents are the same at the end of the cycle, point 5, as
at the beginning, point 1. The thermodynamic efti-
ciency (n) of this air-standard Otto cycle is given by
N=1-R* where R = compression ratio and o. = -0.4.

A thermodynamically closer approximation to the
actual engine is provided by fuel-air cycle analysis. In
it the cylinder contents during compression are
assumed to consist of air, fuel, and residual burned
gas from the previous cycle. The specific heat of the
cylinder gas is varied with temperature and composi-
tion. Constant-volume combustion is assumed, with
the products in chemical equilibrium. At the end of
the expansion stroke and during the exhaust stroke,
the combustion products are allowed to escape from
the cylinder, being replaced by a fresh charge during
the intake stroke. No exchange of heat between the
cylinder gas and its surroundings is considered.

In contrast to the air-standard cycle, the fuel-air
cycle is a cycle in the mechanical sense only. It is not

G ASOLINE ENGINES

a true thermodynamic cycle because neither the
composition nor the temperature of the cylinder con-
tents returns to its initial state at point 1. This, of
course, is also true of a real internal-combustion
engine. With the more realistic assumptions of the
tuel-air cycle, exponent oo = 0.28 in N=1-R" for the
normal range of air-fuel ratios used with a gasoline
engine. This relationship defines an upper limit for
efticiency of an otto-cycle engine burning premixed
air and gasoline.

According to n=1-R’, the efficiency of the ideal
Otto cycle increases indefinitely with increasing
compression ratio. Actual engine experiments, which
inherently include the real effects of incomplete
combustion, heat loss, and finite combustion time
neglected in fuel-air cycle analysis, indicate an effi-
ciency that is less than that given by n=1-R* when
o = 0.28. Furthermore, measured experimental effi-
ciency reached a maximum at a compression ratio of
about 17 in large-displacement automotive cylinders
but at a somewhat lower compression ratio in small-
er cylinders.

Otto’s engine of 1876 had a compression ratio of
2.5. By the beginning of the twentieth century, the
efficiency advantage of higher compression ratios was
recognized, but liquid-fueled engines built with
higher compression ratios often experienced an
unexplained, intolerable, explosive combustion
noise. Over a couple of decades, researchers came to
realize that the noise was caused by autoignition in
the unburned mixture ahead of the normal flame
front as it advanced from the spark plug. This
autoignition is caused by the increase in pressure and
temperature within the cylinder once normal com-
bustion has been initiated. The phenomenon can be
likened to the compression ignition of fuel in the
diesel engine. Experience taught that a fuel such as
kerosene was more prone to this “combustion
knock” than more volatile petroleum products, such
as gasoline.

Thomas Midgley, working with a group of
researchers under Charles F. Kettering, discovered a
tuel-additive, tetracthyl lead that enhanced the knock
resistance of existing fuels. By the time this additive
entered commercial use in 1923, the average com-
pression ratio of new U.S. cars had advanced to 4.3.

An octane rating scale was devised for fuels to
quantify their knock resistance. Further research led
to cataloguing the antiknock qualities of the myriad
individual hydrocarbon species found in gasoline.
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Fuel refiners learned how to rearrange the atoms in
fuel molecules to enhance the octane number of the
fuel available at gasoline stations. Studying the com-
bustion process led to combustion-chamber designs
with lower octane requirements. All of these activi-
ties fostered a nearly continuous increase in the aver-
age compression ratio of the new U.S. car, as follows:
4.3 1in 1923; 5.1 in 1930; 6.3 in 1940; 7.0 in 1950; 9.0
in 1960; 9.8 in 1970; and 8.6 in 1980. The drop from
1970 to 1980 resulted from the imposition of increas-
ingly severe exhaust emission standards in the
United States, which included the need to design
engines to run on unleaded gasoline. This was neces-
sitated by the introduction of the catalytic converter
to the exhaust system. The catalyst is poisoned by
lead in the fuel.

Since 1980, further improvements in engine
design have allowed the average compression ratio to
creep back up to the range of 9 to 10, despite the
absence of tetracthyl lead. Barring an unanticipated
increase in the octane number of commercial gaso-
line, a further major increase in the average compres-
sion ratio of the contemporary gasoline engine is
unlikely. A variable compression ratio engine that
would retain the currently acceptable ratio at high
engine loads but increase it at light load, where com-
bustion knock is less likely, is a concept that has long
existed but has yet to be implemented commercially
on a significant scale.

Air-Fuel Ratio

The second important parameter affecting efti-
ciency is air/fuel ratio. For every hydrocarbon fuel,
there is an air/fuel ratio that, in principle, causes all
the hydrogen in the fuel to burn to water vapor and
all the carbon in the fuel to burn to carbon dioxide.
This chemically correct proportion is called the stoi-
chiometric ratio.

If the engine is fed a mixture containing more fuel
than the stoichiometric amount, the mixture is said to
be rich, and carbon monoxide (CO) and hydrogen are
added to the combustion products. Because these two
gases are fuels themselves, their presence in the exhaust
signifies incomplete combustion and wasted energy.

If the engine is fed a mixture containing more air
than the stoichiometric amount, the mixture is said
to be lean, and unconsumed oxygen appears in the
combustion products. This signifies that the full
power-producing potential of the air inducted by the
engine has not been utilized.
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Among the lesser constituents of engine exhaust
are unburned hydrocarbons (HC) and oxides of
nitrogen (NOx). Exhaust HC concentration increas-
es rapidly as the mixture is enriched from stoichio-
metric. Exhaust NOx concentration peaks at a mix-
ture ratio slightly leaner than stoichiometric and falls
off as the mixture is made either richer or leaner.
These two exhaust-gas constituents react in the
atmosphere in the presence of sunlight to form
ozone, a major ingredient of photochemical smog.
Consequently their mass emissions, along with that
of CO, are regulated for environmental reasons.

For conventional gasoline, the stoichiometric ratio
is approximately 14.7. Its precise value varies slightly
with the composition of the gasoline. Maximum
power is achieved with a slightly rich air/fuel ratio—
say, 12.5. Maximum efficiency is achieved with a
slightly lean mixture—say, 16—although this best-
economy mixture ratio is somewhat dependent on
combustion quality.

For most of the nineteenth century, the fuel and
air were mixed upstream of the engine in a carbure-
tor. In the automobile, the carburetor contains an
inlet throttle valve linked to the accelerator pedal.
The throttle valve is fully opened when the acceler-
ator pedal is depressed to the floorboard, but barely
open when the pedal is released so that the engine
runs at its idle condition. The intent of the carbure-
tor is to supply the engine with its highest air-fuel
ratio during midspeed cruise conditions. As the
throttle approaches its wide-open position, the mix-
ture is enriched to maximize engine power. The
mixture prepared by the carburetor is also temporar-
ily enriched when the throttle is opened suddenly, as
during a sharp vehicle acceleration, because the
resultant fuel-flow increase lags behind the increase
in airflow. As engine idle is approached, the mixture
is enriched to compensate for poor combustion
quality at the low-speed, low-pressure idle condi-
tion. For cold starting, the carburetor includes a
choke valve that enriches the mixture so that enough
of the fuel is vaporized near the spark plug to ensure
ignition.

In early days, the mixture supplied to the engine
was often quite rich in order to ensure smooth
engine operation. This, of course, wasted fuel energy
through incomplete combustion. Fleet surveys in
early years showed marked improvement in the per-
centage of fuel that was wasted: 15.5% in 1927, 7.5%



in 1933, and only 1.5% by 1940. (The vehicles were
operated at 40 miles per hour, with gasoline having a
stoichiometric air-fuel ratio of 15).

Following World War II, engine improvements
included further leaning of the mixture, especially
toward the leaner-than-stoichiometric best-economy
ratio during cruise. Then in the early 1980s, U.S.
emission standards became so stringent that the cat-
alytic converter, which had been added in about 1975
to oxidize HC and CO 1in the exhaust, also had to
reduce NOx. This has led to the widely used three-
way catalyst that controls all three emissions, but only
if the air/fuel ratio is kept in a narrow range about the
stoichiometric ratio.

Such tight mixture control is beyond the capabili-
ty of the traditional carburetor. Consequently, after
sorting through a number of alternatives, industry
has settled on closed-loop-controlled port-fuel injec-
tion. Typically, an electronically controlled fuel
injector is mounted in the intake port to each cylin-
der. A sensor in the air intake system tells an on-
board computer what the airflow rate is, and the
computer tells the fuel injectors how much fuel to
inject for a stoichiometric ratio. An oxygen sensor
checks the oxygen content in the exhaust stream and
tells the computer to make a correction if the air/fuel
ratio has drifted outside the desired range. This
closed-loop control avoids unnecessary use of an
inefficient rich mixture during vehicle cruise.

An old concept for increasing thermal efficiency at
part load that is the subject of renewed interest is the
use of a much leaner average mixture ratio at part
load. To burn such an overall-lean mixture in the
time made available by the contemporary gasoline
engine, this concept calls for stratifying the fresh
charge. Thus a combustible richer-than-average
cloud of air and fuel is segregated near the spark plug
and surrounded by fuel-free air. Although gains in
part-load efficiency have been demonstrated with
this concept, emissions control issues must be
resolved before this concept is suitable for automo-
tive use.

Ignition Timing

The third important parameter affecting engine
efficiency is ignition timing. For each engine operat-
ing speed and throttle position, there is a spark tim-

ing giving best efficiency. In the early days of the
automobile, timing was adjusted manually by the
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driver, so fuel economy was somewhat dependent on
driver skill.

Eventually, automatic control of spark advance
evolved. The conventional controller included two
essential elements. Mechanically, spring-restrained
rotating flyweights responding to centrifugal force
advanced the spark as engine speed increased.
Pneumatically, a diaphragm that sensed the increas-
ing vacuum in the intake manifold as the intake
throttle was closed added additional spark advance as
the resulting reduction in cylinder pressure slowed
flame speed.

With the advent of electronic engine controls, the
on-board computer now manages ignition timing. It
offers greater versatility in timing control, being
able to integrate signals from sensors monitoring
engine speed, airflow rate, throttle position, intake-
manifold pressure, engine temperature, and ambi-
ent pressure.

Combustion knock can still be experienced in the
engine near full throttle if the octane rating of the
fuel is too low for the compression ratio, or vice
versa. When ignition timing was controlled manual-
ly, the driver could retard the spark when knock was
heard. In the era of mechanical/pneumatic control,
the built-in timing schedule typically included
slight retard from best-economy spark advance near
tull throttle to allow use of a slightly higher com-
pression ratio for greater engine efficiency at part
load. With the advent of electronic control, many
engines are now equipped with knock sensors that
detect incipient knock and maximize efficiency by
retarding the spark just enough to avoid it. This
technology has contributed to the modest increase
in average compression ratio in automobiles since

the 1980s.

Parasitic Losses

When parasitic losses are measured as a fraction of
the power developed in the cylinder or cylinders, that
fraction can be improved in two ways. Either the par-
asitic losses themselves can be reduced, or the power
developed in the cylinder or cyinders can be increased.
Opver the years, both paths have been pursued.

Energy lost to mechanical friction has been
decreased significantly through a large number of
small, incremental improvements. In the typical
modern engine, about half of the friction occurs
between the cylinder wall and the piston/piston ring
assembly. The sidewall contact surfaces of the piston
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have been specially shaped to minimize engine fric-
tion. Piston ring tension has been reduced, commen-
surate with adequate sealing of the combustion
chamber. Oil viscosity has been chosen, and oil com-
position altered, to reduce friction. Analysis of the
effects of operating pressure and temperature on
engine dimensional changes has led to improved
conformity between piston and cylinder during
engine operation. Bearing dimensions and clearance
have been selected to decrease friction. Reciprocating
elements of the slider-crank mechanism have been
lightened to decrease inertia loads on the bearings. In
the valvetrain, sliding contact between adjacent
members has often been replaced with rolling con-
tact. Valves have been lightened, and valve-spring
tension reduced.

Improved aerodynamic design of intake and
exhaust ports has contributed to lower pumping loss-
es. Paying greater attention to pressure drop in the
catalytic converter also has helped. When recirculat-
ing exhaust gas into the intake system at part load to
decrease NOx production, a common practice since
1973, the throttle has to be opened further to produce
the same power at a given speed. This reduces intake
pumping loss at a given part-load power.

Power requirements for oil, coolant, and fuel
pumps are generally minor. Coolant-system power
requirement increased when the thermo-siphon
cooling system of early automobiles was superseded
by an engine-driven coolant pump as engine power
rating increased. Avoiding the use of unnecessarily
high oil pressure has been beneficial. On the other
hand, the higher pressure used in fuel injectors, com-
pared to the fuel-pressure requirement of the carbu-
retor, has not. In passenger cars, perhaps the largest
reduction in auxiliary-power consumption has come
by changing from an engine-driven cooling fan, run-
ning continuously, to an electrically driven fan that is
inoperative as long as the radiator provides adequate
cooling from ram air flowing through it as a result of
vehicle forward motion.

The power that can be produced in each cylinder
depends on the amount of air it can induct. Recent
interest in replacing the traditional single-intake valve
per cylinder with two smaller ones, and in a few cases
even three, has increased total intake-valve area, and
hence engine airflow at a given speed. At the same
time, engine speed capability has been increased.

566

These changes have raised the air capacity of the
engine, resulting in increased power delivery for a
given displacement. If the engine displacement is
then decreased to hold maximum power constant,
the parasitic losses are smaller for the same output
power capability. This can be translated into
improved vehicle fuel economy.

Charles A. Amann

See also: Automobile Performance; Combustion;
Diesel Cycle Engines; Drivetrains; Engines; Otto,
Nikolaus August; Steam Engines; Stirling En-
gines; Tribology; Turbines, Gas; Turbines, Steam.
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GEOGRAPHY AND
ENERGY USE

Geography looks for patterns in the distribution of
diverse phenomena, and it tries to explain their vari-
ation by examining a wide range of underlying envi-
ronmental and socioeconomic factors. Many funda-
mental realities of modern civilization cannot be fully
appreciated without the basic understanding of the
geography of energy use. There is a very high degree
of inequality in the use of energy resources through-
out the word: this is true for aggregate use of energy,
for every individual fuel or renewable energy flow, as
well as for the consumption of electricity. These con-
sumption disparities are inevitably accompanied by
large difterences in energy self-sufficiency and trade.

A country’s dependence on energy imports, its size
and climate, its stage of economic development, and
the average quality of life of its inhabitants are the key
variables determining the patterns of fuel and electric-
ity consumption among the world’s 180 countries.
Large countries also have distinct regional patterns of
energy consumption, but the progressing homoge-
nization of energy use has been reducing some of
these differences. For example, in the United States
sports utility vehicles are now favored by both urban
and rural drivers, and, unlike a few decades ago, utili-
ties in both southern and northern states have sum-
mer peak loads due to air conditioning,.

ENERGY SELF-SUFFICIENCY AND IMPORTS

Energy self-sufficiency is not just a matter of possess-
ing substantial domestic resources; it is also deter-
mined by the overall rate of consumption. The
United States, following the sharp decline of
Russian’s output, is now the world’s second largest
producer of crude oil (after Saudi Arabia); it is also
the world’s largest importer of crude oil, buying
more than 50 percent of it in order to satisty its high
demand for transportation energy. The only affluent
economies self-sufficient in fossil fuels are Canada
(due to its relatively small population and vast miner-
al resources), and the United Kingdom and Norway
(thanks to the North Sea oil and gas fields).

Russia is the most notable case of a middle-income
country with large surpluses of energy. Its huge oil
and gas exports are now surpassed only by Saudi
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Arabia, the largest OPEC oil producer. OPEC pro-
duces about 40 percent of the world’s crude oil out-
put and it supplies about 45 percent of all traded
petroleum. In total, almost 60 percent of the world’s
crude oil extraction is exported from about forty-five
hydrocarbon-producing countries—but the six
largest exporters (Saudi Arabia, Iran, Russia, Norway,
Kuwait, and the United Arab Emirates) sell just over
50 percent of the traded total. In contrast, more than
130 countries import crude oil and refined oil prod-
ucts; besides the United States, the largest buyers are
Japan, Germany, France, and Italy.

About 20 percent of the world’s natural gas pro-
duction was exported during the late 1990s, three-
quarters of it through pipelines, and the rest by LNG
tankers. The former Soviet Union, Canada, the
Netherlands, and Norway are the largest pipeline
exporters, while Indonesia, Algeria, and Malaysia
dominate the LNG trade. The largest importers of
piped gas are the United States, Germany, Italy, and
France; Japan and South Korea buy most of the LNG.

In comparison to hydrocarbons, coal trade is rather
limited, with only about a tenth of annual extraction
of hard coals and lignites exported, mainly from
Australia, United States, South Africa, and Canada.
Because of their lack of domestic resources and large
iron and steel industries, Japan and South Korea are
the two biggest buyers of steam and metallurgical
coal. Although the development of high-voltage net-
works has led to rising exports of electricity, less than
4 percent of the global generation is traded interna-
tionally; France (mainly due to its large nuclear
capacity), Canada, Russia, and Switzerland are the
largest exporters. This trade will rise as the markets
for electricity grow, and electricity transmission and
distribution improves. Only 33 of the 180 countries
are net energy exporters, and about 70 countries do
not export any commercial energy. Self-sufficiency
in energy supply was a major goal of many nations
following the first “Energy Crisis” in 1973, but the
collapse of OPEC’s high crude oil prices in 1985 and
the subsequent stabilization of the world’s oil supply
have greatly lessened these concerns during the
1990s.

AGGREGATE ENERGY USE AND
ITS COMPOSITION

During the late 1990s annual consumption rates of
commercial energy ranged from less than 25 kgoe (or
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Energy Consumption

Source 1950
Solid fuels 1040
Liquid fuels 460
Natural gas 170

Primary Electricity 30
Total 1700

1973 1985 1990 1998
1700 2170 2330 2220
2450 2520 2790 3010
1100 1460 1720 2020

130 300 360 440
5380 6450 7200 7650

Table 1.
Global Energy Consumption

Note: All fuel conversions according to the UN rates; all primary electricity
expressed in terms of its thermal equivalent.

less than 1 GJ) per capita in the poorest countries of
sub-Saharan Africa to nearly 8 toe (or more than 300
GJ) per capita in the United States and Canada. The
global mean was close to 1.5 toe (or 60 GJ) per capi-
ta—but the sharply bimodal distribution of the
world’s energy use reflecting the rich-poor divide
meant that only a few countries (including Argentina
and Portugal) were close to this level. Affluent coun-
tries outside North America averaged close to 3.5 toe
per capita, while the mean for low-income
economies was just 0.6 toe, close to the Chinese aver-
age. This huge gap in aggregate energy consumption
has been narrowing slowly. In 1950 industrialized
countries consumed about 93 percent of the world’s
commercial primary energy. Subsequent economic
development in Asia and Latin America reduced this
share, but by 1998 industrialized countries contain-
ing just one fifth of global population still consumed
about 70 percent of all primary energy.

The United States alone, with less than 5 percent
of the world population, claims about 25 percent of
the world in total commercial energy use. Among the
world’s affluent countries only Canada has a similar-
ly high per capita use of fossil fuels and primary elec-
tricity (about 8 t of crude oil equivalent per year). In
spite of its huge fuel and electricity production, the
United States imports more than a fifth of its total
energy use, including more than half of its crude oil
consumption. Almost two fifths of all commercial
energy is used by industry, a quarter in transporta-
tion, a fifth by households, and a bit over one sixth
goes into the commercial sector.

In contrast, during the late 1990s the poorest quar-
ter of humanity—made up of about fifteen sub-
Saharan African countries, Nepal, Bangladesh,
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Indochina, and most of rural India—consumed a
mere 2.5 percent of all commercial energy. The poor-
est people in the poorest countries, including mostly
subsistence peasants but also millions of destitute
people in large cities, do not directly consume any
commercial fuels or electricity at all!

All of the world’s major economies, as well as
scores of smaller, low-income nations, rely mainly on
hydrocarbons. Crude oil now supplies two-fifths of
the world’s primary energy (Table 1). There are dis-
tinct consumption patterns in the shares of light and
heavy oil products: the United States burns more than
40 percent of all its liquid fuels as gasoline, Japan just
a fifth; and the residual fuel oil accounts for nearly a
third of Japanese use, but for less than 3 percent of the
U.S. total. Small countries of the Persian Gulf have
the highest per capita oil consumption (more than 5 t
a year in the United Arab Emirates and in Qatar); the
U.S. rate is more than 2.5 t a year; European means
are around 1 t; China’s mean is about 120 kg, and sub-
Saharan Africa is well below 100 kg per capita.

Natural gas supplies nearly a quarter of the world’s
primary commercial energy, with regional shares
ranging from one half in the former Soviet Union to
less than 10 percent in the Asia Pacific. The United
States and Russia are by far the largest consumers,
followed by the United Kingdom, Germany, Canada,
Ukraine, and Japan; leaving the small Persian Gulf
emirates aside, Canada, the Netherlands, the United
States, Russia, and Saudi Arabia have the highest per
capita consumption. Coal still provides 30 percent of
the world’s primary commercial energy, but outside
China and India—where it is still used widely for
heating, cooking, and in transportation, and where it
supplies, respectively, about three quarters and two



Global Electricity Production (in TWh)

Year

Source 1950 1973 1985 1990 1997
Fossil Fueled 620 4560 6260 7550 8290
Hydro 340 1320 2000 2210 2560
Nuclear — 190 1450 1980 2270
Geothermal — — 30 40 50
Wind, Solar — — — 50 80
Total 960 6070 9740 11,830 13,250
Table 2.

Global Electricity Production

thirds of commercial energy consumption—it has
only two major markets: electricity generation and
production of metallurgical coke.

When converted at its heat value (1 kWh = 3.6 MJ)
primary electricity supplied about 6 percent of global
commercial energy consumption during the late 1990s.
Hydro and nuclear generation account for about 97
percent of all primary electricity, wind, geothermal, and
solar—in that order—for the rest (Table 2). Canada,
the United States, Russia, and China are the largest
producers of hydroelectricity; the United States, Japan,
and France lead in nuclear generation; and the United
States, Mexico, and the Philippines are the world’s
largest producers of geothermal electricity.

ENERGY CONSUMPTION AND
ECONOMIC DEVELOPMENT

On the global level the national per capita rates of
energy consumption (Table 3) correlate highly (r =
0.9) with per capita gross domestic product (GDP):
the line of the best fit runs diagonally from Nepal (in
the lower left corner of a scattergram) to the United
States (in the upper right corner). This commonly
used presentation has two serious shortcomings: the
exclusion of biomass fuels and the use of exchange
rates in calculating national GDPs in dollars.
Omission of biomass energies substantially under-
rates actual fuel use in low-income countries where
wood and crop residues still supply large shares of
total energy demand (more than 90% in the poorest
regions of sub-Saharan Africa; about a fifth in
China), and official exchange rates almost invariably
undervalue the GDP of low-income countries.
Inclusion of biomass energies and comparison of
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Countries Energy consumption

1950 1973 1985 1995
World 700 1450 1330 1300
Developed countries
U.s. 5120 8330 6680 7500
France 1340 3150 2810 2650
Japan 390 2760 2650 2330
Largest oil exporters
Saudi Arabia 110 690 4390 4360
Russia 1120 3540 4350 4630
Developing countries
Brazil 140 440 500 640
China 60 300 490 680
India 70 130 180 270
Poorest economies
Bangladesh 10 20 40 70
Ethiopia — 20 10 20

All fuel conversions according to the UN rates; all
primary electricity expressed in terms of its thermal
equivalent.

Table 3.
Per Capita Consumption of Commercial Energy

GDPs in terms of purchasing power parities (PPP)
weaken the overall energy-economy correlation, and
disaggregated analyses for more homogenecous
regions show that energy-GDP correlations are
masking very large differences at all levels of the eco-
nomic spectrum. Absence of any strong energy-GDP
correlation is perhaps most obvious in Europe: while
France and Germany have very similar PPP-adjusted
GDPs, Germany’s per capita energy use is much
higher; similar, or even larger, differences can be seen
when comparing Switzerland and Denmark or
Austria and Finland.

Another revealing look at the energy-economy link
is to compare national energy/GDP intensities (i.e.,
how many joules are used, on the average, to produce
a unit of GDP) expressed in constant monies. These
rates follow a nearly universal pattern of historical
changes, rising during the early stages of economic
development and eventually commencing gradual
declines as economies mature and become more effi-
cient in their use of energy. This shared trend still
leaves the economies at very different energy-
intensity levels. The U.S. energy intensity fell by
more than a third since the mid-1970s—but this
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impressive decline has still left the country far behind
Japan and the most affluent European countries.
China cut its energy intensity by half since the early
1980s—but it still lags behind Japan.

Weak energy-GDP correlations for comparatively
homogeneous groups of countries and substantial
differences in energy intensities of similarly affluent
economies have a number of causes. A country’s size
plays an obvious role: there are higher energy bur-
dens in integrating larger, and often sparsely inhabit-
ed, territories by road and rail, and in affluent coun-
tries the need to span long distances promotes air
travel and freight, the most energy-intensive form of
transportation. Not surprisingly, Canadians fly two
to three times more frequently than most Europeans
do. Even within countries, there are wide consump-
tion disparities. In the United States, gasoline and
diesel fuel consumption by private cars is highest in
Wyoming where an average car travels nearly 60 per-
cent more miles annually than the national mean;
Montana and Idaho are the other two thinly populat-
ed states with considerably longer average car travel.

Climate is another obvious determinant of a coun-
try’s energy use. For example, Canada averages annu-
ally about 4,600 heating degree days compared to
Japan’s 1,800, and this large difterence is reflected in a
much higher level of household and institutional fuel
consumption. But climate’s effects are either partially
negated or highly potentiated by different lifestyles and
by prevailing affluence. The Japanese and British not
only tolerate much lower indoor temperatures (below
15°C) than Americans and Canadians (typically above
20°C), but they also commonly heat only some rooms
in the house or, in the case of Japan, merely parts of
some rooms (using kotatsu foot warmers).

Larger, overheated and often poorly insulated
American houses mean that the U.S., with the
national annual mean of 2,600 heating degree days,
uses relatively more fuel and electricity for heating
than does Germany with its mean of 3,200 heating
degree days. Space heating takes half of U.S. residen-
tial consumption, water heating (with about 20%)
comes second, ahead of air conditioning. Widespread
adoption of air conditioning erased most of the pre-
viously large differences in residential energy con-
sumption between the U.S. snowbelt and the sun-
belt: now Minnesota and Texas, or Nevada and
Montana have nearly identical per capita averages of
household energy use. The most notable outliers are
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Hawaii (40% below the national mean: no heating,
limited air conditioning) and Maine (almost 30%
above the mean due to heating).

Composition of the primary energy consumption
makes a great deal of difference. Because coal com-
bustion is inherently less efticient due to the presence
of combustible ash than the burning of hydrocar-
bons, the economies that are more dependent on coal
(China, United States) are handicapped in compari-
son with nations relying much more on liquid fuels,
natural gas, and primary electricity (Japan, France).
So are the energy exporting countries: energy self-
sufficiency (be it in Russia or Saudi Arabia) is not
conducive to efficient conversions, but high depend-
ence on highly taxed imports (as in Japan or Italy)
promotes frugality.

Difterences in industrial structure are also impor-
tant: Canada is the world’s leading producer of ener-
gy-intensive aluminum—but Japan does not smelt
the metal at all. And as the only remaining super-
power, the United States still invests heavily in ener-
gy-intensive production of weapons and in the main-
tenance of military capacity. Annual energy con-
sumption of all branches of the U.S. military aver-
aged about 25 million t of oil equivalent during the
1990s (more than half of it as jet fuel): that is more
than the total primary commercial consumption of
nearly two-thirds of the world’s countries! In con-
trast, the size of Japan’s military forces is restricted by
the country’s constitution.

But no single factor is more responsible for varia-
tions in energy intensity among high-income coun-
tries than the level of private, and increasingly discre-
tionary (as opposed to essential), energy use. During
the late 1990s, the Japanese used only about 0.4 toe in
their generally cramped and poorly heated apart-
ments and houses, but U.S. residential consumption
was about 1 toe. Ubiquitous air-conditioning, over-
heating of oversized houses, and heating of large vol-
umes of water explain the difference. Refrigerator
and washing machine ownership is nearly universal
throughout the rich world, but the appliances are
smaller outside of North America where clothes dry-
ers, dishwashers, and freezers are also much rarer.

There are even greater disparities in energy used
for transportation: North American commuters com-
monly consume three times as much gasoline per year
as do their European counterparts who rely much
more on energy-efficient trains; and Americans and



Canadians also take many more short-haul flights, the
most energy-intensive form of transportation, in
order to visit families and friends or to go for vacation.
They also consume much more fuel during frequent
pastime driving and in a still growing range of energy-
intensive recreation machines (SUVs, RVs, ATVs,
boats, snowmobiles, seadoos).

In total, cars and light trucks consume nearly three-
fifths of all fuel used by U.S. transportation. In spite
of a more than 50 percent increase in average fuel efti-
ciency since 1973, the U.S. cars still consume
between 25 to 55 percent more fuel per unit distance
than the average in European countries (11.6 1 per 100
kilometers compared to 9.1 1in Germany, and 7.4 1in
Denmark in 1995). All forms of residential consump-
tion and private transportation thus claim more than
2 toe per capita in the United States, compared to less
than 1 toe in Europe and about 0.75 toe in Japan.

ENERGY USE AND THE QUALITY OF LIFE

But does the higher use of energy correlate closely
with the higher quality of life? The answer is both yes
and no. There are obvious links between per capita
energy use and the physical quality of life character-
ized above all by adequate health care, nutrition, and
housing. Life expectancy at birth and infant mortali-
ty are perhaps the two most revealing indicators of
the physical quality of life. The first variable sub-
sumes decades of nutritional, health-care and envi-
ronmental eftects and the second one finesses these
factors for the most vulnerable age group. During the
1990s average national life expectancies above 70
years required generally annual per capita use of 40 to
50 GJ of primary energy—as did the infant mortality
rate below 40 (per thousand newborn).

Increased commercial energy use beyond this range
brought first rapidly diminishing improvements of the
two variables and soon a levelling-off with hardly any
additional gains. Best national achievements—com-
bined male and female life expectancies of 75 years and
infant mortalities below ten—can be sustained with
energy use of 70 GJ per year, or roughly half of the
current European mean, and less than a quarter of the
North American average. Annual commercial energy
consumption around 70 GJ per capita is also needed in
order to provide ample opportunities for postsec-
ondary schooling—and it appears to be the desirable
minimum for any society striving to combine a decent
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physical quality of life with adequate opportunities for
intellectual advancement.

On the other hand, many social and mental com-
ponents of the quality of life—including such critical
but intangible matters as political and religious free-
doms, or satisfying pastimes—do not depend on high
energy use. Reading, listening to music, hiking,
sports, gardening and craft hobbies require only
modest amounts of energy embodied in books,
recordings, and appropriate equipment or tools—and
they are surely no less rewarding than high-energy
pastimes requiring combustion of liquid fuels.

It is salutary to recall that the free press and the ideas
of fundamental personal freedoms and democratic
institutions were introduced and codified by our
ancestors at times when their energy use was a mere
fraction of ours. As a result, contemporary suppression
or cultivation of these freedoms has little to do with
overall energy consumption: they thrive in energy-
rich United States as they do in energy-poor India, and
they are repressed in energy-rich Saudi Arabia as they
are in energy-scarce North Korea. Public opinion polls
also make it clear that higher energy use does not nec-
essarily enhance feelings of personal and economic
security, optimism about the future, and general satis-
faction with national or family affairs.

The combination of abundant food energy sup-
plies and of the widespread ownership of exertion-
saving appliances has been a major contributor to an
epidemic of obesity (being at least a 35% over ideal
body weight) in North America. National health and
nutrition surveys in the United States how that dur-
ing the 1990s every third adult was obese, and an
astonishing three-quarters of all adults had body
weights higher than the values associated with the
lowest mortality for their height.

Vaclay Smil

See also: Agriculture; Energy Economics; Energy
Intensity Trends; Reserves and Resources.
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GEOTHERMAL ENERGY

Geothermal energy is heat energy that originates
within Earth itself. The temperature at the core of
our planet is 4,200°C (7,592°F), and heat flows out-
ward to the cooler surface, where it can produce dra-
matic displays such as volcanoes, geysers, and hot
springs, or be used to heat buildings, generate elec-
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tricity, or perform other useful functions. This out-
ward flow of heat is continually being maintained
from within by the decay of radioactive elements
such as uranium, thorium, and radium, which occur
naturally in Earth. Because of its origin in radioactiv-
ity, geothermal energy can actually be thought of as
being a form of natural nuclear energy.

The U.S. Department of Energy has estimated
that the total usable geothermal energy resource in
Earth’s crust to a depth of 10 kilometers is about 100
million exajoules, which is 300,000 times the world’s
annual energy consumption. Unfortunately, only a
tiny fraction of this energy is extractable at a price that
is competitive in today’s energy market.

In most areas of the world, geothermal energy is
very diffuse—the average rate of geothermal heat
transfer to Earth’s surface is only about 0.06 watt per
square meter. This is very small compared to, say, the
solar radiation absorbed at the surface, which pro-
vides a global average of 110 watts per square meter.
Geothermal energy can be readily exploited in
regions where the rate of heat transfer to the surface
is much higher than average, usually in seismic zones
at continental-plate boundaries where plates are col-
liding or drifting apart. For example, the heat flux at
the Wairakei thermal field in New Zealand is approx-
imately 30 watts per square meter.

A related aspect of geothermal energy is the ther-
mal gradient, which is the increase of temperature
with depth below Earth’s surface. The average ther-
mal gradient is about 30°C (54°F) per kilometer, but
it can be much higher at specific locations—for
instance, in Iceland, where the increase is greater
than 100°C (180°F) per kilometer in places.

TYPES OF GEOTHERMAL SOURCES

Geothermal sources are categorized into various types:
hydrothermal reservoirs, geopressurized zones, hot
dry rock, normal geothermal gradient, and magma.

Hydrothermal Reservoirs

Groundwater can seep down along faults in
Earth’s crust and become heated through contact
with hot rocks below. Sometimes this hot water
accumulates in an interconnected system of fractures
and becomes a hydrothermal reservoir. The water
might remain underground or might rise by convec-
tion through fractures to the surface, producing gey-
sers and hot springs.
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THERMAL GRADIENT MAP OF THE CONTERMINOUS U.S.
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of 15° C/km
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Map indicating regions of high thermal gradient where HDR geothermal techniques may be applied. (U.S. Department of Energy)

Geothermal power plant located in a lava field in Blue Lagoon, Iceland. (Corbis-Bettmann)
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Hydrothermal reservoirs are the only geothermal
sources that have been used for commercial energy
production. Because of the high pressure deep below
Earth’s surface, the water in these sources can
become heated well above the usual boiling temper-
ature of 100°C (212°F). As the superheated water
makes its way to the surface, either by convection or
because a geothermal well has been drilled, some or
all of the water will vaporize to become steam
because of the lower pressures encountered. The
most desirable geothermal sources have very high
temperatures—above 300°C (572°F)—and all of the
water vaporizes to produce dry steam (containing no
liquid water), which can be used directly in steam-
electric turbines.

Wet steam reservoirs are much more common
than the simple dry type. Again, the field is full of
very hot water, under such high pressure that it can-
not boil. When a lower-pressure escape route is pro-
vided by drilling, some of the water suddenly evapo-
rates (flashes) to steam, and it is a steam-water mix-
ture that reaches the surface. The steam can be used
to drive a turbine. The hot water also can be used to
drive a second turbine in a binary cycle, described in
the section “Electricity Generation” in this article.

Many geothermal reservoirs contain hot water at a
temperature too low for electricity generation.
However, the water can be used to heat buildings
such as homes, greenhouses, and fish hatcheries.
This heating can be either direct or through the use
of heat pumps.

Geopressurized Zones

Geopressurized zones are regions where water
from an ancient ocean or lake is trapped in place by
impermeable layers of rock. The water is heated to
temperatures between 100°C (212°F) and 200°C
(392°C) by the normal flow of heat from Earth’s core,
and because of the overlying rock, the water is held
under very high pressure as well. Thus energy is con-
tained in the water because of both the temperature
and the pressure, and can be used to generate elec-
tricity. Many geopressurized zones also contain addi-
tional energy in the form of methane from the decay
of organic material that once lived in the water. The
U.S. Geological Survey has estimated that about one
third of the energy from geopressurized zones in the
United States is available as methane.
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Hot Dry Rock

In many regions of the world, hot rocks lie near
Earth’s surface, but there is little surrounding water.
Attempts have been made to fracture such rocks and
then pump water into them to extract the thermal
energy, but the technical difficulties in fracturing the
rocks have proven to be much more troublesome
than anticipated, and there has been a problem with
water losses. Consequently, progress in extracting
energy from hot, dry rocks has been slow. However,
experiments are ongoing in the United States, Japan,
and Europe because the amount of energy available
from hot, dry rocks is much greater than that from
hydrothermal resources. The U.S. Department of
Energy estimates that the total energy available from
high-quality hot, dry rock areas is about 6,000 times
the annual U.S. energy use.

Normal Geothermal Gradient

In principle the normal geothermal gradient pro-
duces a useful temperature difference anywhere on
the globe. If a hole is drilled to a depth of 6 kilome-
ters (which is feasible), a temperature difference of
about 180°C (324°F) is available, but no technology
has been developed to take advantage of this resource.
At this depth, water is unlikely, and the problems of
extracting the energy are similar to the difficulties
encountered with hot, dry rocks near the surface.

Magma

Magma is subterranean molten rock, and although
the potential thermal resource represented by magma
pools and volcanoes is extremely large, it also pres-
ents an immense technological challenge. The high
temperatures produce obvious problems with melt-
ing and deformation of equipment. The most prom-
ising candidates for heat extraction from magma are
young volcanic calderas (less than a few million years
old) that have magma relatively close to the surface.
There have been some preliminary test wells drilled
at the Long Valley caldera, located about 400 kilome-
ters north of Los Angeles. The hope is that heat can
be extracted in this area by drilling a well down to the
magma level and pumping water into the well to
solidify the magma at the bottom of the well. Then
more water could be pumped into the well, become
heated by contact with the solidified magma, and
then returned to the surface to generate steam for
electricity production.
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Cutaway drawing of the earth showing source of geothermal energy. (U.S. Department of Energy)

ELECTRICITY GENERATION

There are two general ways by which geothermal
energy can be utilized: generation of electricity, and
space heating. Production of electricity from a geo-
thermal source was pioneered in an experimental
program at the Larderello thermal field in Italy in
1904, and a 205-kilowatt generator began operation at
this site in 1913. By 1998 the world’s geothermal elec-
trical generating capacity was about 8,240 megawatts,
which represents only a small portion of the total
electricity capacity of 2 million megawatts from all
sources. However, the geothermal capacity has been
growing steadily, and the 1998 amount represents a
40 percent increase above the 1990 value of 5,870
megawatts. The amount of electrical energy generat-
ed geothermally worldwide in 1998 was about 44 ter-
awatt-hours, or 0.16 exajoule, representing approxi-
mately 0.4 percent of global electricity generation.
The United States is the world leader in geother-
mal electricity production, with about 2850

megawatts of capacity. As shown in Table 1, nine
other countries each had more than 100 megawatts of
electrical capacity in 1998, with this group being led
by the Philippines, producing 1,850 megawatts of
geothermal electrical power.

The world’s most developed geothermal source is
at the Geysers plant in California’s Mayacamas
Mountains, about ninety miles north of San
Francisco. Electricity has been generated at this site
since 1960, and as of 1999 the total installed generat-
ing capacity there was 1,224 megawatts. It has been
demonstrated at the Geysers and at other geothermal
electric plants that electricity from geothermal
resources can be cost-competitive with other sources.

To produce electricity from a geothermal
resource, wells are drilled into the reservoir, and as
the hot, high-pressure water travels to Earth’s sur-
face, some of it vaporizes into steam as the pressure
decreases. The hotter the original source, the greater
the amount of dry steam produced. For dry-steam
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sources, the technology is basically the same as for
electric plants that use the burning of fossil fuels to
produce steam, except that the temperature and pres-
sure of the geothermal steam are much lower. Dry-
steam fields are being used in the United States, Italy,
and Japan. In the Geysers geothermal area in
California, the steam temperature is about 200°C
(392°F) and the pressure about 700 kilopascals (7
atmospheres). Because geothermal steam is cooler
than fossil-fuel steam, the efficiency of conversion of
thermal energy to electricity is less than at a fossil-
fuel plant; at the Geysers it is only 15 to 20 percent,
compared to 40 percent for fossil fuels. The generat-
ing units are also smaller, ranging in size from 55 to
110 megawatts at the Geysers.

For geothermal reservoirs that are at lower tem-
peratures, and hence produce less dry steam, working
plants usually employ multiple-vaporization systems.
The first vaporization (“flash”) is conducted under
some pressure, and the remaining pressurized hot
water from the ground, along with the hot residual
water from the turbine, can be flashed again to lower
pressure, providing steam for a second turbine.
Flashed power production is used in many countries,
including the United States, the Philippines, Mexico,
Italy, Japan, and New Zealand.

If the temperature of the original hot water is too
low for effective flashing, the water can still be used
to generate electricity in what is referred to as binary
cycle (or organic cycle) electricity generation. The
hot water is pumped to the surface under pressure to
prevent evaporation, which would decrease the tem-
perature, and its heat is transferred to an organic fluid
such as isobutane, isopentane, Freon, or hexane, all of
which have a boiling temperature lower than that of
water. The fluid is vaporized by the heat from the
water and acts as the working fluid in a turbine. It has
been estimated that geothermal reservoirs with tem-
peratures suitable for binary cycle generation are
about fifty times as abundant as sources that provide
pure dry steam.

Some geothermal power plants use a combination
of flash and binary cycles to increase the efficiency of
electricity production. An initial flash creates steam
that drives a turbine; then the binary cycle is run,
using either the hot water remaining after the initial
flash or the hot exhaust from the turbine.

Geopressurized zones, discussed earlier, also are
areas where electricity could be generated geother-
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World Total 8240
U.S.A. 2850
Philippines 1850
Italy 770
Mexico 740
Indonesia 590
Japan 530
New Zealand 350
Iceland 140
Costa Rica 120
El Salvador 110
Nicaragua 70
Kenya 40
China 30
Turkey 20
Portugal (Azores) 10
Russia 10

Table 1.

Geothermal Electricity Generation Capacity in 1998 (in megawatts)
Countries with fewer than 10 megawatts of capacity are not listed.

mally, not only from the hot water but also from the
associated methane. Three geopressurized well sites
in the United States have been developed experi-
mentally for electricity production, but the cost of the
electricity generated is considerably higher than that
from conventional energy sources.

DIRECT GEOTHERMAL ENERGY USE

Geothermal sources at too low a temperature for
electricity generation can be utilized for space heat-
ing, bathing, and other uses. Hot fluid from the
reservoir is piped to the end-site location through
insulated pipes to minimize loss of heat energy.
Pumps are installed either in the geothermal well
itself (if the temperature is low enough) or at the sur-
face to drive the fluid through the piping system. To
operate, these pumps require energy, usually sup-
plied by electricity. The hot fluid can be used itself to
provide the heating, or it can be pass through a heat
exchanger where another working fluid is heated.
Direct geothermal energy is used for space heating
of homes, greenhouses, livestock barns, and fish-
farm ponds. As well, it is employed as a heat source
in some industrial processes, such as paper produc-
tion in New Zealand and drying diatomite in Iceland.
Since the industrial applications usually require high-
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World Japan Iceland China US.A.

Space heating 33 21 77 17 10
Bathing, swimming,

therapeutic use of baths 19 73 4 21 11
Greenhouses 14 2 4 5
Heat pumps (heating/cooling) 12 0 0 0 59
Fish farming 11 2 3 46 10
Industry 10 0 10 9 4
Snow melting 1 2 2 0 1
Table 2.

Types of Geothermal Direct Use Worldwide and in the Top Four Countries, 1995 (in %)

er temperatures than, say, space heating, it is advanta-
geous to cascade the geothermal fluid, using it first at
high temperature in industry and then afterward at
lower temperature for another use.

Another way by which heat from the ground can
be utilized is through the use of heat pumps. Pipes
containing a fluid are buried in the ground, and heat
can be extracted from the ground in the winter to
heat a building, and dissipated in the ground in the
summer to provide air conditioning. Essentially a
heat pump acts like a refrigerator, extracting thermal
energy from one area and moving it to another area.
In the winter, the ground is cooled and the building
is heated, and in the summer the heat pump runs in
reverse, to cool the building and heat the ground.

An extensive summary of the various direct uses of
geothermal energy has been compiled. Worldwide
the most common use is for space heating (33%), fol-
lowed by bathing, swimming, and therapeutic use of
baths (19%). Table 2 shows the worldwide percent-
ages for other uses, as well as percentages for the top
four direct-use countries. As seen in this table, the
specific uses of geothermal energy vary greatly from
country to country.

The geothermal direct-use power capacity world-
wide in 1997 was close to 10,000 megawatts, with
China and the United States leading the way with
1910 megawatts each. Iceland and Japan also had
more than 1,000 megawatts each, as shown in Table 3,
and more than thirty countries in total were using
geothermal heat. Total geothermal direct-use energy
in 1997 was about 37 terawatt-hours, or 0.13 exajoule.

One of the countries that makes extensive use of
direct geothermal heat is Iceland. This might seem
surprising for a country with “ice” as part of its name,

but Iceland lies in a region of continental-plate activ-
ity. Virtually all the homes and other buildings in
Iceland are heated geothermally, and there is also a
small geothermal electric plant. In Iceland’s capital
city, Reykjavik, geothermally heated water has been
used for space heating since 1930, and the cost of this
heating is less than half the cost if oil were used.

Other important examples of geothermal heating
are in France, both near Paris and in the Southwest.
During oil-exploration drilling in the 1950s, hot
water was discovered in the Paris region, but
exploitation did not begin until the 1970s as a result
of rapidly increasing oil prices. In France, the equiv-
alent of 200,000 homes are being provided with space
heating and water heating from geothermal sources.
One interesting feature of the French geothermal
sources is that they do not occur in regions of elevat-
ed thermal gradient.

ENVIRONMENTAL EFFECTS OF
GEOTHERMAL ENERGY

The most important potential environmental impacts
of geothermal energy are water and air pollution. At
the largest geothermal plants, thousands of tons of
hot water and/or steam are extracted per hour, and
these fluids contain a variety of dissolved pollutants.
The hot geothermal water dissolves salts from sur-
rounding rocks, and this salt produces severe corro-
sion and scale deposits in equipment. To prevent
contamination of surface water, the geothermal brine
must either be returned to its source or discarded
carefully in another area. In addition to salts, the
geothermal waters sometimes contain high concen-
trations of toxic elements such as arsenic, boron, lead,
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Countries
World total 9960
China 1910
U.S.A. 1910
Iceland 1440
Japan 1160
Hungary 750

Table 3.

Geothermal Direct-Use Capacity in 1997 (megawatts)—Top Eight
Countries and World Total

and mercury. The 180-megawatt Wairakei geother-
mal electrical plant in New Zealand dumps arsenic
and mercury into a neighbouring river at a rate four
times as high as the rate from natural sources nearby.

Geothermal water often contains dissolved gases as
well as salts and toxic elements. One of the gases that
is often found in association with geothermal water
and steam is hydrogen sulfide, which has an unpleas-
ant odor—Ilike rotten eggs—and is toxic in high con-
centrations. At the Geysers plant in California,
attempts have been made to capture the hydrogen
sulfide chemically, but this job has proven to be sur-
prisingly difticult; a working hydrogen sulfide extrac-
tor is now in place, but it was expensive to develop
and install, and its useful life under demanding oper-
ating conditions is questionable. Geothermal brines
also are a source of the greenhouse gas carbon diox-
ide, which contributes to global warming. However,
a typical geothermal electrical plant produces only
about 5 percent of the carbon dioxide emitted by a
fossil-fuel-fired plant generating the same amount of
electricity. Many modern geothermal plants can cap-
ture the carbon dioxide (as well as the hydrogen sul-
fide) and reinject it into the geothermal source along
with the used geothermal fluids. At these facilities,
the carbon dioxide that escapes into the atmosphere
is less than 0.1 percent of the emissions from a coal-
or oil-fired plant of the same capacity.

Another potential problem, particularly if geother-
mal water is not returned to its source, is land subsi-
dence. For example, there has been significant subsi-
dence at the Wanaker field in New Zealand. Finally,
an annoying difficulty with geothermal heat has been
the noise produced by escaping steam and water. The
shriek of the high-pressure fluids is intolerable, and is
usually dissipated in towers in which the fluids are
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Located in Sonoma and Lake Counties in Cadlif., the geysers com-
plex produces over 900,000 kW of electricity using steam from
geothermal wells 7,000 to 10,000 feet below the surface. (U.S.
Department of Energy)

forced to swirl around and lose their kinetic energy to
friction. However, the towers provide only partial
relief, and the plants are still noisy.

GEOTHERMAL ENERGY—RENEWABLE
OR NOT?

Most people tend to think of geothermal energy as
being renewable, but in fact one of the major prob-
lems in choosing a geothermal energy site lies in esti-
mating how long the energy can usefully be extract-
ed. If heat is withdrawn from a geothermal source too
rapidly for natural replenishment, then the tempera-
ture and pressure can drop so low that the source
becomes unproductive. The Geysers plants have not
been working at full capacity because the useful
steam would be depleted too quickly. Since it is
expensive to drill geothermal wells and construct
power plants, a source should produce energy for at
least thirty years to be an economically sound ven-
ture, and it is not an easy task to estimate the working
lifetime beforehand.

THE FUTURE OF GEOTHERMAL ENERGY

The main advantage of geothermal energy is that it can
be exploited easily and inexpensively in regions where
it is abundantly available in hydrothermal reservoirs,
whether it is used for electricity production or for
direct-use heat. Geothermally produced electricity
from dry-steam sources is very cheap, second only to



hydroelectric power in cost. Electricity from liquid-
dominated hydrothermal sources is cost-competitive
with other types of electrical generation at only a few
sites. It is unlikely that other types of geothermal
sources, such as hot, dry rock and the normal geother-
mal gradient, will soon become economical. Hence,
geothermal energy will provide only a small fraction of
the world’s energy in the foreseeable future.

An important feature of geothermal energy is that it
has to be used locally, because steam or hot water cannot
be piped great distances without excessive energy loss.
Even if electricity is generated, losses also are incurred in
its transmission over long distances. As a result, geother-
mal energy use has geographical limitations.

The future development of geothermal energy
resources will depend on a number of factors, such as
cost relative to other energy sources, environmental
concerns, and government funding for energy
replacements for fossil fuels. An important concern
that many members of the public have about future
developments is centered around whether resources
such as hot springs and geysers should be exploited at
all. Many of these sources—such as those in
Yellowstone National Park in Wyoming—are unique
natural phenomena that many people feel are impor-
tant to protect for future generations.

Ernest L. McFarland

See also: Biotuels; Diesel Fuel; District Heating and
Cooling; Economically Efficient Energy Choices;
Electric Power, Generation of; Environmental
Problems and Energy Use; Fossil Fuels; Heat and
Heating; Heat Pumps; Heat Transfer; Hydro-
electric Energy; Reserves and Resources; Seismic
Energy; Thermal Energy; Thermal Energy, His-
torical Evolution of the Use of; Thermodynamics;
Water Heating.
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GIBBS, JOSIAH WILLARD
(1839-1903)

Gibbs came from an academic family in New Haven,
Connecticut. His father was a noted philologist, a
graduate of Yale and professor of sacred literature
there from 1826 until his death in 1861. The younger
Gibbs grew up in New Haven and graduated from
Yale College, having won a number of prizes in both
Latin and mathematics. He continued at Yale as a stu-
dent of engineering in the new graduate school and,
in 1863, received one of the first Ph.D. degrees grant-
ed in the United States. After serving as a tutor in
Yale College for three years, giving elementary
instruction in Latin and physics, Gibbs left New
Haven for further study in Europe. He spent a year
each at the universities of Paris, Berlin, and
Heidelberg, attending lectures in mathematics and
physics and reading widely in both fields. He was
never a student of any of the luminaries whose lec-
tures he attended (the list includes Liouville and
Kronecker in mathematics, and Kirchhoff and
Helmbholtz in physics) but these European studies,
rather than his earlier engineering education, provid-
ed the foundation for his subsequent scientific work.
A qualification was a life-long fondness for geometri-
cal reasoning, evident in Gibbs’s scientific writings,
but first developed in his dissertation.

Gibbs returned to New Haven in 1869. He never
again left America and seldom left New Haven
except for annual summer holidays in northern New
England and a very occasional journey to lecture or
attend a meeting. Gibbs never married and lived all
his life in the house in which he had grown up, less
than a block from the college buildings. In 1871, two
years before he published his first scientific paper,
Gibbs was appointed professor of mathematical
physics at Yale. He held that position without salary
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Josiah Willard Gibbs. (Library of Congress)

for nine years, living on inherited income. It was dur-
ing this time that he wrote the memoirs on thermo-
dynamics that, in most estimates, constitute his great-
est contribution to science. Gibbs declined the ofter
of a paid appointment at Bowdoin College in 1873,
but he was tempted to leave Yale in 1880 when he
was invited to join the faculty of the newly-founded
Johns Hopkins University in Baltimore. Only then
did Yale provide Gibbs a salary, as tangible evidence
of the high regard his colleagues had for him and of
his importance to the University. Gibbs remained at
Yale and continued to teach there until his death,
after a brief illness, in 1903.

Gibbs worked on electromagnetism during the
1880s, concentrating on optics and particularly on
James Clerk Maxwell’s electromagnetic theory of
light, and on statistical mechanics from at least the
mid-1880s until his death. The latter research result-
ed in his seminal Elementary Principles in Statistical
Mechanics, published in 1902. However, it seems
more appropriate in this place to briefly describe
Gibbs’s memoirs on thermodynamics.
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In his first work on thermodynamics in 1873,
Gibbs immediately combined the differential forms
of the first and second laws of thermodynamics for
the reversible processes of a system to obtain a single
“fundamental equation”:

dU = TdS—pdV,

an expression containing only the state variables of
the system in which U, T, S, p and Vare the internal
energy, temperature, entropy, pressure, and volume,
respectively. Noteworthy here is the assumption,
which Gibbs made at the outset but which was not
common at the time, that entropy is an essential ther-
modynamic concept. At the same time, the impor-
tance of energy was also emphasized. As Gibbs wrote
at the beginning of his great memoir, “On the
Equilibrium of Heterogeneous Substances,” whose
first installment appeared in 1876: “The comprehen-
sion of the laws which govern any material system is
greatly facilitated by considering the energy and
entropy of the system in the various states of which it
is capable.” The reason, as he then went on to
explain, is that these properties allow one to under-
stand the interactions of a system with its surround-
ings and its conditions of equilibrium.

As was usual with him, Gibbs sought to resolve the
problem in general terms before proceeding to appli-
cations. Again beginning with the differential forms
of the first two laws (which, in effect, define the state
functions U and S), but this time for any process,
whether reversible or irreversible, he combined the
two expressions to yield the general condition of
equilibrium for any virtual change:

OU-TSS-0W > 0

where Wis the external work. If a system is isolated,
so that 8W = 0, this condition becomes:

(OU)s=0or (8S),<0

for constant S and U, respectively. The second
inequality, which Gibbs showed to be equivalent to
the first, immediately indicates that thermodynamic
equilibrium is a natural generalization of mechanical
equilibrium, both being characterized by minimum
energy under appropriate conditions.

The first and probably most significant application of
this approach was to the problem of chemical equilibri-



um. In a heterogeneous system composed of several
homogeneous phases, the basic equilibrium condition
leads to the requirement that temperature, pressure, and
the chemical potential (a new concept introduced by
Gibbs) of each independent chemical component have
the same values throughout the system. From these
general conditions, Gibbs derived the phase rule:

0 = n+2-r,

that cornerstone of physical chemistry, which speci-
fies the number of independent variations 0 in a sys-
tem of r different coexistent phases having n inde-
pendent chemical components.

Among many other valuable results in his memoir
on heterogeneous equilibrium is a formulation of the
Gibbs free energy, also called the Gibbs function,
which is defined by the equation

G = H-TS,

where H is the enthalpy, that is, the sum of the inter-
nal energy of a body orsystem and the product of its-
pressure and volume. It is useful for specifying the
conditions of chemical equilibrium at constant tem-
perature and pressure, when G is 2 minimum. More
generally, Gibbs’s memoir greatly extended the
domain covered by thermodynamics, including
chemical, electric, surface, electromagnetic, and elec-
trochemical phenomena into one integrated system.

Gibbs’s thermodynamic writings were not as wide-
ly read—much less appreciated—as they deserved to
be in the decade following their appearance. One rea-
son is that they were published in the obscure
Transactions of the Connecticut Academy of Sciences.
Gibbs sent oftprints of his memoirs to many scientists,
but only Maxwell seems to have recognized their
importance. That changed after Wilhelm Ostwald
published a German translation in 1892. In the mean-
time, continental scientists such as Helmholtz and
Planck independently developed Gibbs’s methods and
results, unaware of his prior work.

Another reason for lack of interest is the severity of
Gibbs’s style. Austere and logically demanding, it was
a challenge even for mathematicians as distinguished
as Poincaré. The same severity extended to Gibbs’s
lectures, which his few students found clear and
well-organized, but not easy to understand, owing to
their great generality and meticulous precision.

G OVERNMENT AGENCIES

A third reason is that Gibbs made no effort to pro-
mote or popularize his results. He seems to have
been a solitary, self-contained, and self-sufficient
thinker, confident in his ability, who worked at his
own unhurried pace, neither needing nor wanting
feedback from others. An attitude of detachment
from the work of his students plus his own solitary
habit of work is undoubtedly responsible for the fact
that Gibbs founded no “school” or group of students
to develop his ideas and exploit his discoveries.

Robert . Deltete
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GLASS TECHNOLOGY

See: Windows

GLOBAL WARMING

See: Climatic Effects

GOVERNMENT
AGENCIES

Energy is the economic lifeblood of all economies. It
is an essential gear for the economies of the devel-
oped world, and of ever growing importance to
developing nations. It is of concern to the largest of
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nations as well as the smallest. And it is as great a con-
cern of local governments as national ones.

Government action or inaction at all levels in ener-
gy policy has varied tremendously. Prior to 1930,
involvement in energy issues at all levels of govern-
ment was minimal in the United States because of
relatively moderate demand for energy consuming
technology, and an abundant and relatively cheap
supply of fossil fuels. The government’s approach to
energy changed with the Depression and the New
Deal. The United States began to subsidize energy by
building hydroelectric stations (the Tennessee Valley
Authority), supporting rural electrification, and sub-
sidizing of nuclear research. Much of the developing
world, as well as the Soviet Union, began subsidizing
energy carly in the twentieth century as a means to
buy votes and strengthen political support. Because
of World War II, the strategic role of energy to eco-
nomic growth and national security became much
more apparent. Almost all governments began to take
a more active role in energy markets as world energy
consumption accelerated, as spending was boosted
on all aspects of the energy puzzle—exploration, pro-
duction, distribution, consumption, and the energy
statistics to track all of the above.

Traditionally, the developed world has paid the
greatest attention to petroleum (reserves, resources,
security, price), and devoted the most resources to
nuclear energy research (both fission and fusion), a
source that proponents in the 1950s believed would
someday turn out to be “too cheap to meter.”
Planning, funding, and development of renewables
and other energy resources has fluctuated much more
wildly through the years, usually inversely to the real
and perceived availability of oil. During and following
an oil crisis, where there is great supply uncertainty
and prices skyrocket, planning, funding and develop-
ment grow, and correspondingly decrease when oil
supplies are more secure and stable.

WORLD AGENCIES

The pooling of resources to meet shared objectives
have been the factor most responsible for the estab-
lishment and growth of international agencies con-
cerned with energy issues. The three most important
issues bringing about cooperation have been the need
to coordinate production, the pooling of resources
for research and development of energy technology,
and the coordinating of activities to secure supply.
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Organization of Petroleum Exporting
Countries (OPEC)

The OPEC cartel was founded by Iraq, Iran,
Saudia Arabia, Kuwait, and Venezuela in September
1960 as a way to coordinate petroleum production
and pricing among member countries. It was not
until the 1970s that the cartel tried to become an
eftective monopoly.

As of 2000, membership has expanded to thirteen,
accounting for over 60 percent of all production. The
reserves controlled by Member Countries were
much higher in the 1970s, and consequently so was
the cartel’s monopoly power in controlling prices.
But because of exploration discoveries, advances in
technology (enhanced recovery of existing wells,
improved offshore equipment), and the lack of coop-
eration from non-OPEC producers, the power of the
cartel to control oil production and prices has steadi-
ly diminished. During the 1970s, an announcement
of an OPEC meeting would be the major news story
of the day, but by the 1990s, low oil prices and a
secure supply caused the media to only superficially
cover OPEC meetings. As most economists predict-
ed, the ability of the cartel to control the price of
petroleum did not last long. There will always be an
incentive for member states—especially the smaller
producers—to “cheat” on their quotas, and the free
market will always react swiftly to higher prices by
pumping up other sources of oil production and
securing other energy resources.

As OPEC'’s share of the world oil supply market
continued to fall in the 1990s, they began taking steps
to better coordinate production with non-OPEC
producers such as Mexico and other members of
the Independent Petroleum Exporting Countries
(IPEC). By exchanging information, and undertaking
joint studies of issues of common interest, the hope
was to stabilize prices and improve the economic
outlook for all oil producers. This collaboration
between OPEC and major non-OPEC producers
helped raise oil prices to over $27 a barrel in 1999
from a low of less than $13 in 1998.

International Energy Agency (IEA)

In response to the Arab embargo, and the attempt
of OPEC to dictate the supply and price of petrole-
um, the Organization for Economic Cooperation and
Development (OECD) established the International
Energy Agency (IEA) in November 1974. IEA mem-
bership included all of Western Europe, Canada, the



United States, Australia, New Zealand, and Japan.
Besides compiling useful consumption and produc-
tion statistics, its mandate was for cooperation and
coordination of activities to secure an oil supply in
times of supply disruption. IEA’s first action to insu-
late member countries from the effects of supply dis-
ruptions was the Emergency Sharing System (ESS).
This system was to be put into effect only in cases of
serious disruptions, an actual or anticipated loss of 7
percent of expected supply. The System consisted of
three parts: a building up of supplies, a reduction of
consumption during periods of short supply, and a
complex sharing system that would attempt to dis-
tribute the loss equitably. During the 1979-1981 oil
supply disruption, the system was never really tested
because the loss of supplies never reached a level to
trigger the ESS. Nevertheless, because of the eco-
nomic hardship felt by many nations during the
1979-1981 disruption, in 1984 the Coordinated
Emergency Response Measures (CERM) was adopt-
ed. The CERM were intended as a means to reach
rapid agreement on oil stockpile drawdown and
demand restraint during oil supply disruptions of less
than 7 percent. Because of ESS and CERM, and the
agreement of other OPEC Member States to boost
production, the supply disruption caused by the Iraqi
occupation of Kuwait, and the subsequent United
Nations embargo of all oil exports from Iraq and
Kuwait, did not have such a large eftect.
Twenty-five years after its establishment, the focus
of the IEA has changed and expanded significantly.
Whereas in 1974, the IEA looked at coal and nuclear
energy as the two most promising alternatives to oil,
the call for more environmentally acceptable energy
sources has pushed to the forefront the development
of renewable energy, other nonfossil fuel resources,
and the more clean and efficient use of fossil fuels.
To avoid duplication of effort and better research and
development results, the IEA coordinates coopera-
tion among members to more efficiently use
resources, equipment, and research personnel.

United Nations (UN)

The United Nations officially came into existence
at the end of World War II on October 24, 1945 to
help stabilize international relations and better secure
peace. Through the years, the UN has greatly
expanded its mission to include other issues such as
development and protecting the environment.
Because energy is such a key piece of the develop-
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ment puzzle, in 1947 the UN established a statistics
division that began tracking energy consumption and
production throughout the world in 1992.

The divisions established to take an active role in
energy and development issues were the United
Nations Development Program (UNDP) and the
Commission on Sustainable Development in 1993.
Funded by voluntary contributions from member
states, with funding directed toward countries with
annual per-capita. GNP of $750 or less, UNDP
focuses on preventing unsustainable production and
consumption patterns, and ways of curbing pollution
and slowing the rate of resource degradation—eco-
nomic growth with environmental protection and
conservation. The burden of environmental protec-
tion is far greater for poorer nations because it diverts
resources away from more pressing problems such as
poverty, low levels of social development, inadequate
energy infrastructure, and a lack of capital for infra-
structure. Despite emissions of industrial countries
dropping from 1980 to 2000, many emissions, most
notably toxic substances, greenhouse gases, and waste
volumes are continuing to increase in the developing
world.

Global warming is another energy-related prob-
lem that the UN has attempted to address through
its Intergovernmental Panel of Climate Change
(IPCC). The IPCC was very successful in negotiat-
ing an agreement to solve the problem of chlorofluo-
rocarbons (January 1987 Montreal Protocol on
Substances That Deplete the Ozone Layer), yet the
task of getting member countries to agree on carbon
emission reductions to combat the perceived threat
of global warming has proven to be a much more
daunting task. The science is more uncertain, there
are no easy solutions (the combustion that provides
the majority of the world’s energy needs always
entails carbon emissions), and to achieve the cuts that
climate modelers feel would be necessary to fully
address the problem will require a complete restruc-
turing of current civilization. Nevertheless, based on
the work of the IPCC, the United Nations
Framework Convention on Climate Change adopted
the Kyoto Protocol on December 11, 1997, as a first
step in the process. The Kyoto Protocol calls for most
of the developed nations to reduce carbon emissions
by 10 percent of 1990 levels by the year 2010. Most
nations ratified the treaty despite no reduction com-
mitments from the developing nations. The poorer
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nations strongly objected to universal emission
reductions. They countered that energy drives devel-
opment, and the exploitation of cheap and abundant
energy, often at the expense of the poorer nations, is
how the richer nations achieved their higher standard
of living. Burdensome environmental regulations of
energy would severely retard development; thus, the
poorer nations feel it is only equitable that the richer
nations, who created the majority of carbon emis-
sions in the last 150 years, first make the effort to cur-
tail emissions.

The Kyoto negotiations show the tremendous
friction energy issues can cause between the richest
and poorest countries in the world. Addressing future
energy-related conflicts—whether it be wars over oil
tields or disputes over carbon emission quotas—will
remain a major role of the UN.

The International Atomic Energy
Agency (IAEA)

To address the technology, waste, safety and secu-
rity issues concerning nuclear energy, the UN estab-
lished the International Atomic Energy Agency
(IAEA) in 1957, a few years after U.S. President
Dwight D. Eisenhower’s famous “Atoms for Peace”
speech before the United Nations General
Assembly.

As the political, economic, and technological real-
ities of the world evolved, so did IAEA. The scope of
products, services, and programs of the IAEA has
expanded well beyond its original function as the
world’s central intergovernmental forum for scientif-
ic and technical nuclear cooperation, and the watch-
dog for civilian nuclear power programs. In the
1990s, the IAEA helped countries carry out compara-
tive cost effective assessments of how to expand elec-
tric power generation capacity such as the potential
roles of renewable energy, and the different options
and costs for reducing atmospheric and greenhouse
gas emissions. They also conduct research and pro-
vide outreach through the Agency’s laboratories. The
IAEA tries to go beyond technology transfer and
energy capacity building to help provide solutions to
problems of sustainable human development.

International Institute for Applied
Systems Analysis

Founded in 1972 by the United States, the Soviet
Union, and ten other countries, the International
Institute for Applied Systems Analysis is a research
organization located in Laxenburg, Austria that con-
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ducts scientific studies in many energy-related areas
of global consequences such as transboundary air
pollution, sustainable forest resources, climate
change, and environmentally compatable energy
strategies.

World Bank

Established in 1946, with a subscribed capital fund
of $7.67 million, the primary mission of the World
Bank is to combat poverty by securing low cost fund-
ing for sustainable development. The largest share-
holder is the U.S., followed by the United Kingdom,
Japan, Germany, and France.

Although the World Bank provides loans for a
variety of purposes, energy-related infrastructure
receives over 7 percent, which primarily goes toward
electric power infrastructure (hydroelectric, fossil
fuel, nuclear) but also oil and natural gas exploration,
production and distribution. Other energy-related
areas making up a considerable share of the World
Bank’s loan portfolio are the transportation and agri-
cultural sector. Loans to improve the energy and
logistic efficiency of the transportation sector
account for 11 percent of funding, followed by 10
percent going toward agriculture to provide assis-
tance in expanding the amount of food energy pro-
duced.

By 1999 the World Bank loan portfolio for the
energy and mining sectors had grown to $4.1 billion.
Its strategy for energy development is to reform and
restructure markets to attract private investment to
build energy infrastructure, and expand energy access
to the rural and low-income populations, and pro-
mote an environmentally responsible energy supply
and use. One priority is to get more of the 2 billion
plus poor people access to modern energy for cook-
ing and lighting. Without modern energy, the world’s
poor rely on wood, crop residues, and other biofuels
that result in environmentally damaging deforesta-
tion. Deforestation is of interest to all nations because
it is not only a habitat destroyer, but also contributes
to the increasing concentrations of carbon dioxide, a
gas long suspected of creating global warming.

The World Bank grants financing for fossil fuel
electricity generation, yet finances only facilities that
have advanced emission control equipment. And
although the World Bank has never financed a
nuclear power plant, a zero carbon emitter, it is very
active in evaluating hydropower projects, helping to
establish the World Commission on Large Dams.
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Precursors and agencies related to the U.S. Department of Energy.

The World Bank also looks for energy efficiency
improvement opportunities by pushing for the elim-
ination of fossil fuel subsidies (estimated at over $200
billion a year in the developing world), improving
demand-side efficiency, and making the energy sup-
ply system more cost conscious.

UNITED STATES AGENCIES

The focus of U.S. energy policy is with the
Department of Energy, but because energy issues
touch almost every sector of the economy, the
Department of Commerce, the Department of
Transportation, Department of Agriculture,
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Department of Defense, and the Environmental
Protection Agency also devote a considerable amount
of resources toward energy issues.

The Department of Energy (DOE)

The Department of Energy was established on June
3, 1977, unitying offices, laboratories, and staffs from
other federal agencies (see Figure 1). Besides replacing
and taking on all the responsibilities of the Federal
Energy Administration, the Energy Research and
Development Administration, and the Atomic Energy
Commission, limited functions were transferred from
the Departments of Agriculture, Commerce, Housing
and Urban Development, and Transportation. The
newly formed agency had around 20,000 employees
and a budget of $10.4 billion.

Prior to the energy crisis of 1973, the federal gov-
ernment took a limited role in formulating a nation-
al energy policy. Markets operated freely, long-range
planning was left up to the private sector, and over-
sight controlled by state, local, and regional authori-
ties. Americans felt comfortable with private industry
controlling production, distribution, marketing, and
pricing. But in the case of natural monopolies, such
as in the interstate transportation of natural gas and
electricity, it was generally acknowledged that the
Federal Power Commission (established in 1920)
was necessary to ensure fair prices.

The regulatory agency that the DOE established
for oversight of natural monopolies was the Federal
Energy Regulatory Commission (FERC). The five-
member commission was set up to control the regu-
lation and licensing of hydroelectric power facilities,
the regulation of the transmission and sale of electric
power, the transportation and sale of natural gas, and
the operation of natural gas and oil pipelines.

After the Oil Embargo, the Economic Regulatory
Administration within DOE administered oil pric-
ing, energy import programs, the importing and
exporting of natural gas, programs to curtail natural
gas consumption, and to supervise the conversion of
electric power production from natural gas and oil to
coal. These command and control programs contin-
ued through the Carter Administration, but ended
early in the Reagan Administration, a strong free
market advocate.

To provide long-term energy trends to the
Department, President, Congress and the public, the
DOE set up a statistics division called the Energy
Information Administration. The federal govern-
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ment had been gathering and publishing energy sta-
tistics since 1949, but under the centralized control of
the Energy Information Administration, the scope of
data gathering expanded and continued to expand
through the 1990s to encompass related areas of
interest like carbon emissions.

During the Carter Administration, funding
increased to pay for the greater focus on conserving
energy, greater oil production including increasing
the production of oil, natural gas and synthetic fuel
from coal and shale oil reserves, and speeding the
development and implementation of solar power.
The Carter Administration took a very activist
approach to energy policy, and believed that the
United States could be getting 20 percent of its ener-
gy from the sun or other renewable energy sources
by the year 2000. Toward this end, the Carter
Administration pushed through Congress very gen-
erous subsidies for residential and commercial solar
and wind installations.

The Reagan Administration (1981-1989) came in
with a completely different vision of the federal role
in the energy field. Reagan wanted to abolish the
DOE, but with that being politically impossible, he
set about restructuring it, letting private industry and
the free marketplace set energy priorities. By ending
government regulations and price controls, which
were detrimental to domestic oil and natural gas pro-
duction, he felt a free marketplace would prevent or
limit the impact of future energy crises. And
although Reagan reduced and eliminated subsidies
for energy conservation and energy technologies like
solar—preferring private capital to demonstrate com-
mercial viability of technology—he continued to
support long-term energy research and development,
such as fusion, that private industry felt too risky to
undertake. Despite these cutbacks, the DOE budget
grew during the Reagan era mainly because of the
emphasis on defense-related spending and the
Strategic Defense Initiative designed to stop incom-
ing nuclear warhead missiles.

The Bush Administration (1989-1993) had a sim-
ilar free marketplace philosophy as Reagan, but faced
the daunting task of having to start directing billions
toward cleaning up after forty years of neglect at the
contaminated weapons complex, particularly the fed-
eral facilities at Savannah River South Carolina,
Hanford Washington, and Rocky Flats Colorado.
The cleanup plan was fourfold: characterize and pri-
oritize all waste cleanups at departmental sites, con-



fine and correct immediate problems, establish long-
term cleanup plans, and mandate compliance with
all applicable laws. By the end of the Bush
Administration, environmental management of
defense-related nuclear waste consumed nearly a
third of the budget, which reflected the dauntingly
difficult and expensive nature of the cleanup.

Perhaps the most noteworthy energy-related
accomplishment of the Bush Administration was the
handling of the Persian Gulf Crisis of 1970 and the
January 15, 1991 Operation Desert Storm—a mili-
tary action that many categorized as an energy war.
Because Iraqi and Kuwaiti production constituted
around 4.3 million barrels per day, or 9 percent of the
world total, the role of the DOE during the crisis was
to reassure the public and press about oil issues,
improve energy coordination with other countries
primarily through the IEA, and promote energy con-
servation and increase energy production. Rapidly
rising spot market prices for crude oil as well as gaso-
line prices did occur, but because of these efforts,
along with the short duration of the crisis, the impact
on world economies was minimized.

The Clinton Administration (1993-2000) that fol-
lowed was far more inclined to embrace environ-
mental activism than Reagan or Bush, and far more
likely to propose command and control solutions to
energy and environmental problems. However, the
Clinton Administration also realized the need to
allow markets to work, to do otherwise would result
in some of the disastrous consequences of interven-
tion policies used in the 1970s.

To pay for boosted spending for conservation
grants, energy research and development, and spend-
ing on defense waste management, the Administration
dramatically cut defense research and development.
Many energy policy decisions of the Administration
were directly linked to the quality and health of the
environment. And unlike the Reagan and Bush
Administrations that remained skeptical of global
warming, the Clinton Administration made action on
the global warming threat a priority. On the first Earth
Day of the Administration, Clinton promised to stabi-
lize greenhouse gas emissions at 1990 levels by the year
2000, an extremely ambitious goal. The method pro-
posed was the Btu tax, a 25.7 cents per million Btus tax
(4 %) on all forms of energy except solar, geothermal,
and wind, and an additional 34.2 cents per million
Btus tax for gasoline (4 cents a gallon) and other
refined petroleum products. Although projected to
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reduce emissions by 25 million metric tons, the pro-
posal was rejected by Congress primarily because it
was widely viewed as a tax increase to finance
increased social program spending. In December
1997, the Clinton Administration signed the Kyoto
Protocol calling for dramatic carbon emission reduc-
tions, but never sent it to the Senate for ratification
because of certain defeat. Almost all Senators felt there
should be future carbon emission targets for the devel-
oping world, and the inequity of the cuts would give
an unfair competitive advantage to the developing
economies of the world, such as China, that did not
agree to emission reductions.

By the end of the Clinton Administration in 2000,
the budget for the agency had nearly doubled, and
the number of employees exceeded 170,000, a figure
that includes all those employed at DOE’s national
laboratories, cleanup sites, and other facilities.
Despite organizational reshuffling and shifts in fund-
ing, much of the DOE mission—energy security,
developing new energy sources, and collecting statis-
tics about energy production and consumption—
remains the same. The 1997 Budget allocated 38 per-
cent toward nuclear security, followed by nuclear
cleanup at 36 percent, basic science 15 percent, and
energy subsidies 11 percent. Many critics feel the $6
billion spent annually for nuclear cleanup of DOE
facilities is extremely wasteful. Instead of trying to
return these sites to pristine conditions, critic feel
DOE should renegotiate the cleanup plan with the
EPA, and state and local authorities so that the
emphasis can be shifted toward containment and
neutralization of waste.

As the DOE moves into the twenty-first century,
the Department faces significant challenges in defin-
ing a mission to warrant its generous funding. As
long as fossil fuel supplies remain cheap and abun-
dant, and the public remains skeptical of global
warming, there will remain a desire to cut funding.

The Environmental Protection Agency (EPA)

To consolidate the environmental protection activ-
ities of the federal government, the Environmental
Protection Agency was formed on December 2, 1970
from three federal Departments, three Administra-
tions, three Bureaus, and several other offices. The
mission of EPA was to collect data on pollution, con-
duct research on the adverse eftects of pollution, and
through grants and technical assistance, develop
methods for controlling it.
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Much of the EPA’s regulatory activity centers
around the energy business, and in many ways, its
actions have a greater impact on altering production
and consumption patterns in the energy sector than
the DOE’s actions. Oil drilling, production, trans-
portation (pipelines and tankers), and refining are
all heavily regulated segments of the energy sector.
Refining, in particular, is subjected to periodic EPA
audits for hazardous waste by-products and air-
borne emissions released during the refining
process. The stringency of EPA refinery regulations,
and the uncertainty about future regulations, partly
explains why the industry has not built any new
major refineries in the United States since the mid-
1970s.

Power plant and auto emissions are two other ener-
gy areas touched by EPA regulations. These are regu-
lated through the Clean Air Act of 1970, and the
amendments in 1977 and 1990 that set guidelines for
acceptable emission levels. The Clean Air Act has been
widely praised for improving air quality, significantly
lowering emissions of sulfur dioxide, nitrous oxide,
and other particulate matter. However, most econo-
mists feel that the benefits from the EPA administered
safety investments (including nonenergy aspects) are
far less cost eftective than the safety investments of
other regulatory agencies (see Table 1).

The 1990 amendments, which gave the Agency
broad new power to revise Clean Air standards if EPA
felt the results of studies warranted changes, has been
particularly troublesome for the energy sector. Much
of the EPA’s air standard actions taken during the
1990s came under intense criticism for not being war-
ranted by science. In particular, the EPA severely
toughened new Clean Air particulate matter stan-
dards for power plant emissions in 1996, claiming it
would save 15,000 lives a year, and reduce hospital
admissions and respiratory illness. This was followed,
in 1999, by a new lower sulfur content gasoline stan-
dard for refiners (effective in 2004) that will add 2 to
6 cents to the price of a gallon of gasoline. The EPA
claims an additional 2,400 deaths will be prevented
every year from this new standard. It was impossible
to dispute the merits of either new standard because
the EPA prevented public review of the data upon
which these regulations are based (the “Pope” study)
as required by the Freedom of Information Act (tax-
payer-funded scientific data used to support federal
regulations must be made available). Without access
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Regulatory Agency Median Cost/
Life-Year Saved

Federal Aviation Administration $23,000

Consumer Product Safety Commission $68,000

National Highway Traffic Safety $78,000
Administration

Occupational Safety and Health $88,000
Administration

Environmental Protection Agency $7,629,000

Table 1.
Median Value of Cost/Life-Year Saved For Five Regulatory Agencies

SOURCE: Tengs, 1995

to the data, there can be no confirmation that the new
standards will save any lives.

On the nuclear energy front, the EPA was instru-
mental in the late 1980s for bringing DOE nuclear
facilities into compliance with the Nuclear Waste
Policy Act of 1982 and 1987 (high-level radioactive
wastes), the Low-Level Radioactive Waste Policy Act
of 1980 and 1985, the Uranium Mill Tailings
Radiation Control Act of 1978, and the Superfund
statute. The most egregious sites needing cleanup are
the nuclear weapons production sites located at
Savannah River South Carolina, Rocky Flats
Colorado, and Hanford Washington, that are all
going to take decades to cleanup and cost billions of
dollars. The EPA action at these DOE sites was tout-
ed as a sign that the federal government can police
itself, and that the environmental laws that apply in
the private sector apply equally to the public sector.

To combat the dangers of global warming by reduc-
ing carbon emissions, the Clinton Administration
formed the Climate Protection Division (CPD), for-
merly the Atmospheric Pollution Prevention Division.
This Division has been directed to find nonregulatory
ways to reduce greenhouse gases through energy-effi-
ciency improvements in all sectors of the economy. In
collaboration with DOE, the EPA established the
Energy Star Labeling Program as a way to develop vol-
untary energy-efficiency specifications for products
such as office equipment, heating and cooling equip-
ment, residential appliances, and computers. This
Program allows manufacturers to prominently place
an Energy Star label on qualifying products. The hope
is for consumers to learn to recognize the label as the
symbol for energy-efficiency, and become accustomed



to buying only energy efficient products with the
Energy Star label.

The Department of Commerce (DOC)

The commercial and industrial sectors account for
more than fifty percent of all energy consumption in
the United States. The Department of Commerce
(DOC), whose mission is to improve the overall
competitiveness of the commercial and industrial
sector, is very concerned with reducing consumption
through conservation and energy efficiency, and in
improving the competitiveness of the energy busi-
nesses on the production issues.

On the energy use side, the DOC helps promote
the DOE and the EPA energy efficiency programs
(Energy Star) for the industrial and commercial sec-
tors of the economy. To aid the energy businesses on
the production side, the International Trade
Administration and the Office of Energy,
Infrastructure and Machinery assist all the energy
fuel industries in improving their market competive-
ness and ability to participate in international trade.
One of the more aggressive actions of the
Department under the Clinton Administration was
to sponsor trade missions to promote the export of
U.S. electric power production technology.

Another major function of the DOC is the man-
agement of energy-related research through the
National Institute of Standards and Technologies
Laboratories in Gaithersburg, Maryland and Boulder,
Colorado and the research laboratories of the
National Oceanic and Atmospheric Administration.

The National Institute of Standards and
Technology (NIST), formerly the National Bureau
of Standards (NBS), was established by Congress in
1901. Its mission is to assist industry in the develop-
ment of technology needed to improve product qual-
ity, to modernize manufacturing processes, to
ensureproduct reliability, and to facilitate rapid com-
mercialization of products based on new scientific
discoveries. For example, it provides measurements
that support the nations’ standards for lighting and
electric power usage. In 1988, NIST added three
major new programs to its measurement andstan-
dards laboratories: The Advanced Technology
Program (ATP) which in partnership with industry
accelerates innovative, enabling technologies with
strong potential to deliver large payoff for the nation;
the Manufacturing Extension Partnership (MEP), a
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network of local centers offering technical and busi-
ness assistance to smaller manufacturers; and the
Malcomb Baldridge National Quality Award that
recognizes business performance excellence.
Programs the ATP is funding in the energy arena
include the development of rapid thermal processing
to produce low-cost solar cells with Solarex (a busi-
ness unit of Amoco/Enron Solar), and ultrathin sili-
con ribbon for high-efficiency solar cells with
Evergreen Solar, Inc.

The Office of Oceanic and Atmospheric Research
(OAR) is the division of NOAA that conducts and
directs oceanic and atmospheric research. Since car-
bon dioxide is a greenhouse gas and fossil fuels are
the leading generator of carbon dioxide, the work of
the twelve Environmental Research Laboratories and
eleven Joint Institutes of OAR to describe, monitor,
and assess climate trends are of great interest to all
parties interested in the affect of energy use on cli-
mate change.

The Department of the Interior

The Department of the Interior is the home of the
Burecau of Land Management, the Minerals
Management Service, the Office of Surface Mining
Reclamation and Enforcement, and the U.S
Geological Survey (USGS).

The Bureau of Land Management is responsible
for the leasing of land for coal, oil, and natural gas
exploration and production, and the Minerals
Management Service does likewise for offshore leas-
ing. Both divisions rely on resource evaluation infor-
mation provided by the USGS in negotiating leases.
The main responsibilities are the inspection and
enforcement of leases, and the collection of royalty
payments and other revenues due the Federal
Government from the leasing and extraction of ener-
gy resources. Besides providing the statistics for the
other Department of the Interior divisions, the
USGS compiles databases and geologic maps of ener-
gy reserves and resources.

The mining industry has taken great steps in lim-
iting environmental problems in developing energy
resources, yet much of the mining industry prior to
the 1980s abandoned sites leaving huge environmen-
tal problems. The Office of Surface Mining
Reclamation and Enforcement was established to for-
mulate policy and working plans for the Abandoned
Mine Land reclamation programs. This was neces-
sary because the Department cannot sue many of the
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oftending mining companies for cleanup costs
because most no longer exist.

The Department of Agriculture (USDA)

Energy issues are a major, yet indirect, focus of the
Department of Agriculture (USDA). Energy is
involved in every step of agriculture: it takes energy
to produce the inputs of nitrogen, phosphate, seeds
and pest/weed control, energy to run the machinery
to plant, maintain, harvest and process crops, and
energy to transport crops by truck, train, barge and
container ships. And the even the end result, food
itself, is essentially energy. Food is as essential to
humans as gasoline is to the automobile.

The USDA has an inherent conflict of interest:
promote eating more dairy products and meats to
relieve agriculture surpluses, while promote good
eating with the ubiquitous USDA Food Pyramid.
Out of a budget of over $65 billion in 2000, about
two-thirds of the USDA budget goes toward nutri-
tional programs and social programs for the poor,
such as food stamps, to ensure that all Americans can
afford an ample supply of food energy. For the mid-
dle and upper class of society, food prices are artifi-
cially low because of the subsidies to producers. An
overabundance of food, that is more affordable to
more of the population than ever before, has turned
the United States into an equal opportunity obesity
society. Over 20 percent of the population is obese
(over 50 percent overweight), and obesity can be
found in large percentages at all income levels. This
is unlike most of the world where obesity is far less
prevalent and mostly found among the affluent.

Another function of the USDA is the promotion
of biofuels like ethanol as an important market for
the nation’s farm products. Ethanol is an alcohol fuel
produced from corn and is blended with gasoline to
enhance octane and reduce automobile emissions of
pollutants. From 1980 through 2000, ethanol pro-
ducers have received a subsidy of nearly $10 billion.
To prop up the price of corn and help the ethanol
industry, in 1986 the USDA Office of Energy started
to give away free corn for all ethanol producers,
which was extended to even the very largest and most
profitable ethanol producers like Archer Daniels
Midland Corporation. These huge subsidies are very
controversial. Proponents claim ethanol as a fuel pro-
vides an additional market for corn farmers, and also
claim the fuel is better for the environment and helps
reduce imports of foreign oil. Critics counter that the
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energy content of ethanol is one-third that of gaso-
line. Moreover, the DOE and Congressional
Research Service found it was not better for the envi-
ronment, and would retail at a price much higher
than gasoline if not for the heavy subsidies. And
because it takes considerable energy to convert corn
to ethanol, there can be a net loss in energy in pro-
ducing ethanol (a gallon of ethanol contains around
76,000 British Thermal Units (Btus) of energy and
estimates of the energy to produce that gallon range
from around 60,000 to 90,000 Btus).

Another biofuel of importance is wood. The
Forest Service, which is part of USDA, administers
national forest lands for the sale of wood for wood
tuel. Besides determining the quantity of wood fuel
to bring to market by collecting and analyzing statis-
tics on woody biomass supply and use, the Forest
Service sponsors forest biomass energy-related
research in conjunction with federal and state agen-
cies, as well as universities.

The Department of Transportation (DOT)

Because every means of transportation requires
energy for propulsion, how energy is used in trans-
portation is something that is carefully tracked by the
Oftice of Transportation Policy Development within
the Department of Transportation (DOT). The
transportation sector felt the greatest impact from the
oil supply disruptions in the 1970s because it was,
and continues to be, the sector most dependent on
oil. It is also the sector with the least flexibility to
switch fuels. (see also Consumption)

National Aeronautic and Space
Administration (NASA)

The National Aeronautic and Space Administration
is involved in every aspect of atmospheric and space
science. Because of the special energy requirements of
spacecraft and satellites, NASA has been the proving
grounds for many emerging energy technologies such
as fuel cells and photovoltaics. In the area of trans-
portation, the Jet Propulsion Laboratory in Pasadena
California is a leading center for bettering jet and rock-
et engines and developing new technologies such as
ion propulsion. NASA is also responsible for building,
launching, and collecting the data from satellites trying
to detect global warming,

The Department of Defense (DOD)

The DOD consumes more energy than most
nations of the world, and four times more energy



than all the other federal agencies combined. The
DOD took an interest in energy long before there
was an energy crisis. Energy in the form of petroleum
is what fuels military technology, and almost every
military strategy involves, directly or indirectly, ener-
gy. The DOD is not only interested in the logistics of
petroleum planning (through the Defense Fuel
Supply Center), but also in developing an array of
nontraditional energy technologies, everything from
better nuclear propulsion for ships and submarines to
solar photovoltaic applications and battery technolo-
gies to power mobile communication technologies.

Nuclear Regulatory Commission

The Nuclear Regulatory Commission (NRC) is
an independent federal agency that licenses and
decommissions commercial nuclear power plants
and other nuclear facilities. NRC inspections and
investigations are designed to assure compliance with
the Agency’s regulations, most notably the construc-
tion and operation of facilities, the management of
high-level and low-level nuclear wastes, radiation
control in mining, and the packaging of radioactive
wastes for transportation.

STATE AND LOCAL AGENCIES

Almost every state in the nation has an energy policy
and planning agency charged with ensuring a reliable
and affordable energy supply. Duties of these agen-
cies include forecasting future energy needs, siting
and licensing power plants, promoting energy effi-
ciency, and planning for energy emergencies. Instead
of leaving all energy decisions entirely up to the free
market, many states actively promote changes in pro-
duction and consumption. Faced with some of the
worst air quality problems, the California Energy
Commission is one of the most active state agencies
in implementing demand side management and mar-
ket transformation strategies.

In an effort to coordinate policy, exchange infor-
mation, and to convey to the federal government the
specific energy priorities and concerns of the states,
the state agencies formed the National Association of
State Energy Officials (NASEO) in 1986. To better
ensure that appropriate policy was being implement-
ed, NASEO set up the Association of Energy
Research and Technology Transfer Institute to track
the successes and failures of different programs.

Because the federal government has taken a more

G OVERNMENT AGENCIES

hands-oft approach toward energy since the 1970s, this
trend of state and local governments becoming more
active in making energy and environmental decisions
about electricity production and transportation issues
is likely to continue, especially for the more populace
areas of the country like California and the Northeast.

John Zumerchik

See also: Agriculture; Air Pollution; Biofuels; Climatic
Eftects; Culture and Energy Usage; Demand-
Side Management; Emission Control, Power
Plant; Emission Control, Vehicle; Geography and
Energy Use; Government and the Energy Market-
place; Market Transformation; Military Energy
Use, Historical Aspects of; National Energy
Laboratories; Nuclear Waste; Propulsion; Space-
craft Energy Systems.
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GOVERNMENT AND THE
ENERGY MARKETPLACE

Government intervention in energy markets
involves either government ownership of industry
resources or, more commonly, planning and regula-
tion of privately held resources. The proper role of
government planning and regulation has been a
hotly debated issue among economists and politi-
cians for many years. Through the twentieth centu-
ry, governments of the United States and of most of
the rest of the developed world have become
increasingly larger and more involved in taking
action that affect the outcomes of how energy is pro-
duced, transported, and consumed. Some believe
government intervention in markets is the best solu-
tion; others believe government intervention should
be avoided. Given the extensive number of energy
markets and the extensive use of government inter-
vention in those markets, it is not surprising that the
record is mixed. Markets have proved to be reason-
ably efficient, yet also can be harsh; government
action has provided important protections, yet also
has made some good situations bad and bad situa-
tions worse.

THE VIRTUES OF THE MARKETPLACE

Markets decide what energy resources shall be pro-
duced, how they shall be produced, and who will
receive the benefits of the production processes. With
millions of different activity options, and millions of
individuals making individual and collective deci-
sions, it is an overwhelmingly complex process. At
the same time, it is usually very efficient because self-
interested market players communicate through the
price system. A self-interested rational individual will
make decisions based on true preferences, and follow
those preferences in a way that will provide the great-
est satisfaction. Choices will be made under certain
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constraints that apply to all consumers: income, ener-
gy prices, and the ability to switch fuels or fuel
providers.

Economic theory holds that individuals will make
decisions based on what is in their best interests.
Government intervention distorts these capital
investment decisions; it alters constraints by favoring
or giving preferences or incentives to one choice or
type of behavior over another. Government interven-
tion tends to subtly manipulate supply and demand
of energy, which usually increases costs to users,
reduces supply, and leads to higher prices. Political
revolt to government intervention is rare since the
consumer often is unable to separate the interven-
tionist component of price (the price premium
attributable to regulation and taxation) from what the
price would be in the free market.

REASONS FOR GOVERNMENT
INTERVENTION

Government intervention is justified as a way to cor-
rect the shortcomings of the marketplace. Proponents
of intervention do not necessarily believe that markets
in general do not work, but rather that there are
dynamics going on in certain markets that require
intervention to cause them to work in a more socially
desirable manner. First, intervention is justified in the
energy arena because of problems arising from the
laws regarding the ownership and exchange of proper-
ty rights and the purchase and sale of energy rights.
Property rights are far more troublesome in the oil
and gas production business than most other busi-
nesses for two reasons: the commodity of value sits
below the surface, and the commodity is a liquid or a
gas not a solid, which means it can migrate many
miles. Since energy resources know no boundaries
(oil and gas deposits often straddle the property of sev-
eral owners) a system is needed to assign energy rights.

Second, intervention is justified because social
costs may exceed private costs as well as private ben-
efits. For example, when an individual chooses to
take a personal automobile to work instead of mass
transit, the individual driver receives the short-term
benefits (privacy, comfort, speed, and convenience)
while the negative social costs (greater air pollution,
highway construction, traffic jams, and resource
depletion) are shared by all. Intervention usually is an
attempt to lower the social costs. However, the prob-



lem is that social costs may be ecasily identifiable in
theory, but much more difficult to accurately quanti-
ty in practice.

A third function of intervention is the oversight of
energy utility monopolies for electricity and natural
gas. Utilities have been considered natural monopo-
lies because it was generally cost eftective to have a
sole generator, transmitter or distributor of electrici-
ty or natural gas for a local area due to the large infra-
structure required and economies of scale. Without
competitors, government historically felt a duty to
protect customers from unfair price gouging. But
new technology is challenging the concept of natural
monopoly in the utilities, and has resulted in the
deregulation of energy generation, transmission and
distribution in the 1990s. Government’s role is shift-
ing to establishing the rules, guidelines, and proce-
dures that attempt to be equitable to all parties
(industry and customers) and minimize the social
costs to society by ensuring these markets are also
socially desirable.

Finally, government intervention is often called
for to establish standards by essentially reducing
informational market barriers. This is important
because the rational individual can only make a deci-
sion in his best interest when the information is at
hand to make that decision.

TYPES OF GOVERNMENT INTERVENTION

Governments intervene in all energy markets—
exploration, production, distribution, and consump-
tion—and carry out intervention in many different
ways. While some impacts of intervention are intend-
ed, other impacts occur indirectly as an unintended
consequence. Examples of a direct impact are the
price-lowering effect of subsidies for the biofuel
ethanol, and the increased desirability of conserva-
tion resulting from a tax on energy use. Examples of
unintended indirect impacts are the encouragement
of single passenger driving over mass transit resulting
from the provision of free parking, or a dramatic
increase in the price of coal-generated electricity
resulting from clean air regulations to reduce air pol-
lution.

Taxes

Governments levy taxes to raise revenue and to
discourage consumption of what is taxed. The pri-
mary purpose of United States federal and state gaso-
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line taxes is to raise revenue for transportation infra-
structure, particularly highway construction. In
Europe and Japan, where gasoline taxes are many
times greater (gasoline retails for over twice as much
as in the United States), the purpose is also to dis-
courage consumption. However, when taxes are
implemented, rarely are drops in transportation ener-
gy consumption immediate. Even very steep increas-
es in gasoline taxes usually take time to result in a
reduction in consumption. People who drive fifty
miles to work still need to get to work by driving in
the short term. Only over the long term can people
decide whether to move closer to work, change jobs,
rearrange schedules to use mass transit or to carpool,
purchase a more fuel efficient car, or accept higher
energy costs by maintaining the same lifestyle.

Unlike the gasoline tax that only impacts the trans-
portation sector, carbon taxes affect all sectors of the
economy. Implemented by some European countries
and proposed in the United States by the Clinton
Administration in 1993, the carbon tax makes con-
sumption of fossil fuels more expensive for the ener-
gy user. The goals of