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Chapter 1

Introduction

The development of the nuclear bomb during World War II changed the
way people thought about power and the way nations conducted themselves
in peace and in war. The strategies and methods which were employed in
the scientific effort to develop the bomb in each of the countries involved—
the U.S., the U.K., the (then) U.S.S.R., and Germany—would themselves
make a most fascinating study. That such a bomb went much beyond what
was envisioned may be gauged from the way R.J. Oppenheimer, the man
at the helm of the Manhattan Project in the U.S., exclaimed when he first
saw the blazing light of the bomb. He was so stunned and dazzled that
he could only murmur and quote from The Bhagwad Gita, “Brighter than
a Thousand Suns”—one of the attributes of the Virat Roopa of God as
delineated in this much venerated book.

The mathematical formulation of the problem of the nuclear explosion
and the estimation of its mechanical effects on the surroundings was itself a
challenging task. There was hardly any literature on this subject. So, some
of the best minds in applied mathematics and physics were made to put their
heads together to unravel this topic. This gave a great fillip to nonlinear
science, which has since made great strides and which now permeates and
influences all sciences—pure and applied. The people who initiated the
nonlinear studies in this context include G.I. Taylor, John Von Neumann,
L.I. Sedov, L.D. Landau, H. Bethe and many others. There were several
centers in each advanced country, which devoted their entire effort to the
study of blast waves from nuclear explosions, both intense and not so intense.
The war time work continued until the 1970s and engaged some other bright
minds—M.J. Lighthill, G.B. Whitham, M. Holt, R.F. Probestein and A.K.
Oppenheim. There has been some lull in this activity in the last two decades;
other concepts such as solitons and chaos have overtaken to carry the study
of nonlinearity to a more sophisticated and complex level.
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2 Shock Waves and FExplosions

We shall first discuss the original contributions of Taylor (1946, 1950)
and Von Neumann (1941); the original work of Sedov (1946) is not readily
available in English. Sir Geoffrey Taylor published in the Proceedings of the
Royal Society (1950) the work on the formation of a blast wave by a very
intense explosion in two parts. This work was circulated in early 1941 for
the Civil Defense Research Committee in the U.K.; it had been undertaken
at their request and was intended to investigate what effect a bomb, with a
very large amount of energy released by nuclear fission, would have on the
surroundings. It was still not called an atom bomb. How would it differ from
a conventional explosive bomb, which is produced by the sudden generation
of a large amount of gas at a high temperature in a confined space? It is
remarkable that the only reference made by G.I. Taylor is to the work of
Rankine (1870) on the so-called Rankine-Hugoniot conditions which hold at
a shock, a surface of discontinuity across which the flow variables—pressure,
particle velocity, density and entropy—suffer a jump. Taylor (1950) idealised
the problem as follows. He envisioned that a finite amount of nuclear energy
is suddenly released in an infinitely concentrated form. A high pressure gas,
headed by an (infinitely) strong shock, propagates outwards and engulfs
the undisturbed gas, suddenly raising its velocity (from zero), temperature,
pressure and density. It may be observed that only the front surface of
discontinuity is called a shock, while the entire disturbed flow of the gas
behind the shock is called blast wave.

As the volume of this high-pressure gas increases, its density decreases
and so does pressure, hence the changes it brings about in the surrounding
air weaken, that is, it begins to decay. This high pressure gas, however, is
always headed by a shock wave; the flow parameters behind it decrease as
the center of the blast is approached.

Mathematically, the continuous flow behind the shock is governed by the
nonisentropic equations of gas dynamics which must be solved subject to
the so-called Rankine-Hugoniot conditions at the shock and the symmetry
condition at the center requiring that the particle velocity there is zero.
Along the shock trajectory, the theory of shocks imposes more boundary
conditions than are appropriate to the given system. This over-determined
data, however, leads to the finding of the shock trajectory, which itself is
unknown apriori. This, in this sense, constitutes a free boundary value
problem. In this simplest model the role of heat conduction is ignored.

Taylor (1950) made some highly intuitive physical statements about this
phenomenon. For example, he observed that the explosion forces most of
the air within the shock front into a thin shell just inside the front. This, as
we shall discuss later, forms the basis of an analytic theory of blast waves
in an exponential atmosphere by Laumbach and Probestein (1969). Taylor
(1950) also observed that, as the front expands, the maximum pressure
decreases till at about 10 atmospheres the analysis under the assumption of
an infinitely strong shock ceases to hold.

© 2004 by Chapman & Hall/CRC



Introduction 3

Taylor (1950) also noted that, at 20 atmospheres, 45% of the energy had
degraded into heat which was then unavailable for doing work and was used
up in expanding against atmospheric pressure, indicating the rather ineffi-
cient nature of a nuclear bomb as a blast producer in comparison with the
high explosive bomb. This argument regarding the degradation of mechan-
ical energy into heat was later used by Brinkley and Kirkwood (1947) and
Sachdev (1971, 1972) to formulate a (local) analytic shock theory, which
determined the trajectory of the leading shock from its inception to final
decay at infinity.

Taylor’s formulation of the similarity solution was derived entirely from
physical arguments. By using dimensional arguments, he wrote the similar-
ity form of the solution in Eulerian co-ordinates in terms of the similarity
variables r/ R, where R, the radius of the shock, was found to be proportional
to t2/5; he did not use any sophisticated transformation theory of nonlinear
PDEs. Taylor reduced the system of nonlinear PDEs to nonlinear ODEs and
numerically solved the latter, subject to the strong shock conditions (appro-
priately transformed) and the requirement of spherical symmetry, namely,
that the particle velocity at the center of the explosion must be zero. He
also used the conservation of total energy, F, behind the shock to derive the
shock trajectory. The constant B = E/pgA?, which appears in the shock
law R = Bt?/% involves the nondimensional form of energy and was found
from the numerical solution; it varies with ~, the ratio of specific heats.

In a typically applied mathematical approach, Taylor (1950) carefully
analysed the numerical solution and noticed that the particle velocity dis-
tribution behind the shock as a function of the similarity variable was quite
close to linear, particularly near the center of the blast. He assumed for
particle velocity a form of the solution which is the sum of a linear term and
a nonlinear correction term in the similarity variable; he was able to explic-
itly determine this term by making use of the governing equations and the
Rankine-Hugoniot conditions. This enabled him to find an (approximate)
closed form solution of the entire problem which was in error in comparison
with the numerical solution by less than five percent!

In the second part of his paper, Taylor (1950a) checked the R~t2/% law
by comparing it with the shock trajectory obtained experimentally from the
New Mexico explosion. The agreement of the two for various values of v, the
ratio of specific heats, was uncannily good. In this comparison, photographs
were used to measure the velocity of the rise of the slowing center of the
heated volume. This velocity was found to be 35 m/sec. The (hemispherical)
explosive ball behaves like a large bubble in water until the hot air suffers
turbulent mixing with the surrounding cold air. The vertical velocity of this
‘equivalent’ bubble was computed from this analysis and was found to be
35 m/sec.

While Taylor (1950) was quite aware of the advantages of a Lagrangian
approach to the problem, he was rather sceptical of its practicality since,

© 2004 by Chapman & Hall/CRC



4 Shock Waves and FExplosions

as he remarked, that would “introduce great complexity, and, in general,
solutions can only be derived by using step by step numerical integration” of
the full system of nonlinear PDEs. Actually, as a particle crosses the shock,
it has an adiabatic relationship between pressure and density corresponding
with the entropy which is endowed upon it by the shock wave during its
passage past it. This naturally suggests a Lagrangian approach wherein
the Lagrangian co-ordinate is defined as one which retains its value along
the particle path. Indeed, this matter was raised much later again by Hayes
(1968) who tried to contradict the suggestion by Zeldovich and Raizer (1967)
that the Lagrangian formulation is as convenient as the Eulerian, even more
so for the problems of blast wave type. He argued that the basic differential
equation to be solved numerically is in a nonanalytic form in the Lagrangian
formulation and would therefore pose difficulties, a view in agreement with
Taylor’s apprehension.

However, Von Neumann (1941), independently and contemporaneously,
tackled the point explosion problem in Lagrangian co-ordinates and obtained
an analytic solution in a form more explicit than that of Taylor (1950) or
Sedov (1946). The solution was expressed in terms of a parameter, which was
later physically interpreted. Von Neumann (1941) also found approximate
form of his exact solution when (y — 1) is small, which holds for air or
heated gas, and confirmed his results by comparison with those of Bethe
(1942) under the same approximation.

Much later, Laumbach and Probestein (1969) considered a point ex-
plosion in a cold exponential atmosphere. They found an explicit analytic
solution by assuming that the flow field was ‘locally radial,” implying that
the flow gradients in the 0 direction were negligible; here 6 is the polar angle
measured from the vertical direction. The basic assumption in their analysis
is that the shock is sufficiently strong so that the counter pressure may be
neglected. They also made use of Lagrangian co-ordinates and exploited the
physical observation proffered first by Taylor (1950) that most of the mass
in the strong shock regime of the blast wave is concentrated in a thin shell
immediately behind the front. They used a perturbation analysis, exploit-
ing the above observation, and employed an integral method with an energy
constraint. Their results, in the limit of uniform density, agree remarkably
with those of Taylor (1950). Laumbach and Probestein (1969) also checked
their results for ascending and descending parts of the flow with the known
numerical results and found excellent agreement. The far field behaviour
of the shock wave in the upward and downward direction, respectively, was
found to be of the same form as the self-similar asymptotic solutions for the
plane shock found earlier by Raizer (1964). The important point here is
that the physically motivated perturbation analysis gave excellent analytic
answers for this non-symmetrically stratified problem in both upward and
downward directions.
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Introduction 5

To look at the problem of explosion from a different perspective, Taylor
(1946) considered the disturbance of the air wave surrounding an expand-
ing sphere. In a remarkable lead for nonlinear problems, he considered first
the (spherical) sound waves produced by the vibration of a spherical pis-
ton. From his analysis of such waves, Taylor was led to the form of the
solution for the nonlinear waves. He postulated that the solution must de-
pend on the combination r/agt of the independent variables (ap being the
speed of sound in the undisturbed medium), the so-called progressive wave
form. Since the (strong) shock, under this assumption, moves with a con-
stant speed, the flow behind it is of an isentropic character. Thus, with the
assumption that the physical variables p, p, and u are constant along the line
dr/dt = r/t, it was possible to reduce the problem to one of solving two cou-
pled nonlinear ODEs with appropriate boundary conditions at the shock; the
piston boundary was located such that the particle velocity there is equal
to the piston velocity. This system was solved numerically and the results
were depicted graphically. It must be stated, however, that this problem
is rather artificial since the shock must ultimately decay. Taylor (1946)
also confirmed that the sound wave solution here fails even when the piston
motion is relatively small.

In an attempt to generalize the work of Taylor (1946, 1950), Rogers
(1958) derived similarity solutions which describe flow of a perfect gas be-
hind strong shocks for spherical, cylindrical and plane symmetries. The
expanding piston, causing the motion, is now allowed to increase the total
energy of the flow behind the shock, £ = Eyt®, where Ey and s > 0 are con-
stant. Interestingly, this class of flows, again called similarity solutions or
progressive waves, includes both the problems considered by Taylor (1946,
1950) as special cases, namely, the strong blast wave with s = 0 and the uni-
formly expanding sphere with s = 3. We may observe that, in practice, the
total energy of the flow—the sum of kinetic energy and internal heat energy
of the gas—will suffer losses due to dissipative effects while there will also
be gain in the internal energy as the shock advances and encompasses more
of the quiescent gas. The latter increase is ignored on the assumption that
the shock is of infinite strength so that the pressure (and hence the internal
energy of the gas ahead of the shock) are negligible. Rogers (1958), there-
fore, considered flows for which the total energy behind the shock increases
with time, ¥ = Eyt®. Since, in the present case, it is assumed that the flow
behind the shock is adiabatic (no generation of heat) and the shock itself
is of infinite strength, the increase in the energy is brought about by the
pressure exerted by the piston on the surrounding gas. The mathematical
problem is solved numerically in the manner of Taylor (1946), starting from
the shock inward and locating the position of the piston as described earlier.
Rogers (1958) concluded that, in the case of blast wave (s = 0), 80% of the
energy of the blast is in the form of internal heat energy, as predicted by
Taylor (1950). This ratio decreases as s increases until for the case of the
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6 Shock Waves and FExplosions

piston moving with uniform speed with s = 3 (Taylor (1946)), there is an
equi-partition of energy.

The Russian scientists were particularly active in the theory of explo-
sions during the fifties of the last century and did some excellent analysis
in the context of self-similar flows. For example, Kochina and Melnikova
(1958) considered the general piston motion with the piston moving like
r oc ™1 where m is real. The self-similar form of the solution was con-
sidered in the (reduced) sound speed square—particle velocity plane. All
the singularities of the DE in these variables were carefully identified, their
nature denominated, and local solutions in their neighbourhoods found. Dif-
ferent ranges of the parameter m for a given v were identified for which the
piston motion headed by a shock, peripheral explosion with the neglect of the
motion of the products of explosion, and converging shocks were described.
Some typical numerical results for specific piston motions were presented.

In a slightly different context, Grigorian (1958a, 1958b) showed how
self-similar motions arose from a class of initial conditions at ¢ = 0. Again,
self-similar form of the solution was assumed and the governing set of one-
dimensional gasdynamic equations were reduced to ODEs. Local analysis of
the solutions of the ODEs in the neighbourhood of singular points helped to
identify the initial conditions, and hence Cauchy problems for various piston
motions were posed. It was explained how a flow relating to given initial
conditions (in the present context) could be caused by a piston motion. As
an example, the piston motion roc et/7 (where 7 is a dimensional parameter)
was discussed in detail and the solution with a shock boundary analysed.

A curious work relating to strong explosion into a nonuniform medium
is due to Waxman and Shvarts (1993). They considered the nonuniform
medium with the density distribution, po(r) = Kr~“, where w is a positive
number and K is a dimensional parameter. This provides an additional
freedom in the discussion of self-similar solutions. In these motions, strong
shocks arise from the release of a large amount of energy, Ey, at r = 0.
It was shown by Waxman and Shvarts (1993) that if 0 < w < 3, blast
wave solutions with strong shocks exist. These simply extend the well-
known Taylor-Sedov solution to an inhomogenous medium with po(r) =
Kr~“. These are solutions of the first kind which are fully determined by
the dimensional parameters appearing in the problem, namely, K and FEj.
These are asymptotic solutions which hold for short distance and time. It
may also be observed that the front shock decelerates in the present case.
When w > 3, it is shown that the short time asymptotic similarity breaks
down. A qualitative analysis in the reduced particle velocity—sound speed
plane shows that the solutions in the range w > 3 belong to the class called
self-similar solutions of the second kind. Here, the explosion energy is not
a relevant parameter. The solution must be found by solving the reduced
ordinary differential equation from the shock to a ‘new’ singular point in
the phase plane. This constitutes an eigenvalue problem for each . These
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Introduction 7

solutions describe asymptotic (large distance and time) flows both when
3 < w < 5 and when w > 5. The shock waves that head these solutions,
in contrast to those for 0 < w < 3, are accelarating. For a given ~, these
solutions exist only for w, < w < w¢, where wy and w, are functions of .
They describe actual flows in some region D(t) < r < R(t), where R(t) is the
shock radius, D(t) diverges linearly with time and D(t)/R(t) tends to zero as
R diverges. The mass and energy contained in the self-similar flow region are
finite. The distinguishing feature of this work is that self-similar solutions
of both kinds exist for the same set of equations, and are demarcated by the
parameter w appearing in the undisturbed density distribution. The nature
of each class of solutions, detailed above, is quite different. For decelerating
shocks with w < 3, the explosion energy is divided in some time—dependent
manner into internal and kinetic energies. For accelerating shocks with
w > 3, the explosion energy is fully transformed into kinetic energy as the
shock radius diverges.

Lighthill (1948) considered the solution of spherical and cylindrical pis-
ton motions in a more analytic manner. He introduced velocity potential
into the analysis and sought for it a similarity form of the solution. The
second order ordinary differential equation resulting from this assumption
turns out to be quite complicated. Lighthill ‘simulated’ it by changing the
nonlinear terms in an approximate way such that the simplified ‘simulating’
equation could be analytically integrated, satisfying the boundary conditions
at the shock and at the piston, namely, the velocity potential is continuous
across the shock front and the particle velocity is equal to the piston veloc-
ity at the piston. The Rankine-Hugoniot condition for the velocity at the
shock was also satisfied. This posed a boundary value problem for the ODE,
referred to above, which was approximately solved. The solution required
a certain relation between the shock Mach number and the piston velocity.
Lighthill (1948) determined an approximate form of this relation, which he
confirmed later by a more rigorous, yet order of magnitude, argument. This
problem however still remains to be solved in its generality (see section 2.5).

As we remarked earlier, while Taylor’s solution is neat and gives an ex-
cellent description of the early stages of nuclear explosion, it begins to fail
as the shock decays and the conditions of constancy of energy behind the
shock do not apply. Sakurai (1953) devised a perturbation scheme in which
Taylor’s solution appears as the zeroth order term. He introduced the vari-
able = r/R (where r is the spatial co-ordinate and R(t) is the radius of
the shock) and time ¢ as the new independent variables and sought solu-
tions in the form of power series in ¢, with coefficients depending on x. The
zeroth order solution is just the Taylor’s solution for spherical symmetry.
This work was also generalized to cylindrical and plane symmetries. Saku-
rai (1954) first obtained local (analytic) solution for the first order terms.
However, to obtain the unknown parameter in the expansion for the shock
radius, he suitably separated the first order equations in two parts—one
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8 Shock Waves and FExplosions

without the parameter and the other with the parameter—and hence solved
the shock boundary value problem. Sakurai (1954) obtained shock velocity
versus shock radius curves, the distance-time curves for the shock, and the
distributions of velocity, pressure and density behind the shock front. The
solution departed considerably from that given by the first term alone in the
expansion.

Before we consider a more realistic model of the blast wave where the
‘finite’ initial gas sphere is allowed to expand in a natural way, we analyse the
other asymptotic limit when the shock has decayed and has become weak, or
alternatively, when the explosion itself is weak and the shock it produces is of
small magnitude. This naturally suggests exploiting the sound wave solution
by appropriately nonlinearising it. In fact this is what was accomplished by
Whitham (1950). He investigated the attenuation of a spherical blast at
large distances from the origin. He assumed the flow to be isentropic since
this is a good approximation to the correct (nonisentropic) one when the
shocks considered are weak and the entropy changes across them are of third
order in shock strength. The main idea is to correct the linear theory so
that exact equations of motion are solved for large distances by using certain
expansions for the particle velocity and pressure. For the case for which the
disturbances are small from the outset, the general theory is used to modify
the linearised approximation to yield results which are uniformly valid at all
distances from the origin. The shock loci are found both when there is only
a leading shock and when a secondary shock is also produced in the flow
behind, as is the case for a moderate explosion. The basic idea in Whitham’s
approach is to replace the linear characteristics by the exact nonlinear ones.
The expansions involve powers of the reciprocal of distance, requiring also
the introduction of some logarithmic terms. Whitham (1952) later used this
theory for a variety of other gasdynamic problems (see Whitham (1974) for
a detailed discussion). Reference may also be made to the book of Sedov
(1959) who rederived the same results in a different manner.

While the point explosion is a very useful model for initial description of
a strong nuclear explosion and Sakurai’s (1953, 1954) perturbation scheme
extends the validity of this model to greater distances, there is a need of an
analytic approach where more realistic initial conditions are assumed. Fi-
ther of the simplifying assumptions must be discarded: it is a strong point
explosion or it starts as a weak explosion. This would require going beyond
the Taylor-Sakurai approach as well as the weak shock theory of Whitham
(1950). Such an attempt was first made by McFadden (1952). He envisioned
that a (nondimensional) unit sphere containing a perfect gas at a uniform
high pressure is allowed to expand suddenly at ¢ = 0 into a homogenous
atmosphere at lower pressure—an equivalent of a spherical shock tube prob-
lem. The inner medium may be referred to as gas while the outer one is
air. It is required to find the behaviour of the ensuing flow. This flow in the
(x,t) plane may be divided into five regions (see section 7.2). The region
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Introduction 9

A refers to the undisturbed gas at a high pressure; that ahead of the main
shock (which is instantaneously formed) is also undisturbed and is called
region E. Region B is a rarefaction wave which is bounded on the left by its
head, a straight negative characteristic, and on the right by its tail, another
characteristic. (In the present model the explosion is not so strong that a
secondary shock is formed; in that case, the characteristic at the tail of the
rarefaction wave is replaced by a secondary shock). The region C is rarefied
gas which moves outward. The region D consists of the air overtaken by the
main shock and is bounded by the shock on the right and a contact surface
on the left; the latter separates the compressed air from the rarefied gas.
In one of the first attempts of its kind, McFadden (1952) proposed a series
solution in a variable g, which is proportional to the distance moved by the
head of the rarefaction wave in time ¢, with coefficients which depend on a
slope co-ordinate. More explicitly, ¢ = (1/2N)[(2N — 1) + (1 — z)/y], where
x is the radial co-ordinate, y is nondimensional time, N = (y+1)/2(y — 1),
and 7 is the ratio of specific heats. The zeroth order terms come simply from
the plane shock tube solution; higher order terms represent the effect of the
spherical geometry. McFadden (1952) found first order correction in time
describing the effect of geometry in various regions. He also derived bound-
ary conditions on the curves separating various regions to higher orders but
limited his solution to the first order only. His purpose was merely to obtain
correct starting conditions for a full numerical treatment, since discontinu-
ous initial data introduced serious numerical errors in the solution. Now,
more sophisticated numerical methods are available and this difficulty can
be easily circumvented.

The approach proposed by McFadden (1952) is highly promising. It is
possible to generate an arbitrary number of terms for the series solution in
each region, but matching them across the boundaries poses some difficul-
ties. The solution however can be found iteratively. One may then sum the
series directly or by using Padé approximation (see Nageswara Yogi (1995))
and study their numerical convergence. Once such a series solution is con-
structed, it constitutes a genuine analytic solution for the more realistic
model describing a moderately strong explosion which, however, does not
involve a secondary shock. This approach may be adapted for explosions
in other media such as water. McFadden (1952) fully derived first order
solution for a spherical blast wave problem and showed graphically how it
differed from the corresponding plane problem; the pressure distribution
behind the shock showed some significant changes, resulting in a different
location of the tail of the rarefaction wave and the contact surface.

Chisnell (1957) considered a shock wave moving into a channel with
varying cross-sectional area and derived an analytic expression which gives
a relation between the channel area and the shock strength. In his highly in-
tuitive approach, Whitham (1958) simplified Chisnell’s approach by propos-
ing his so-called shock-area rule, which may be stated as follows. Write the
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10 Shock Waves and FExplosions

differential relation which is to be satisfied by the flow quantities along a
characteristic coming into a shock and apply to it the flow quantities just
behind the shock as given by the Rankine-Hugoniot conditions. If these
quantities are expressed in terms of the shock strength, a differential equa-
tion is obtained which relates the shock strength and the radius of the shock.
This equation is solved analytically or otherwise, using the initial strength
of the shock at some initial radius. This rule may be applied both when
the flow ahead of the shock is uniform and when it is nonuniform. It agrees
with the results of Chisnell (1957) for the former case.

This intuitive rule has been much used and criticized in literature. The
consensus however is that it is a useful simple approach which has been found
helpful in the so-called shock-dynamics problems (see Whitham (1974))
where the geometry of the shock surface is also analysed, and it provides
some check on numerical results and experiments. However, this approach is
clearly not rigorous. It seems reasonable when the shock is weak; paradox-
ically, it works even for strong shocks. It does not give accurate results for
shocks of intermediate strength. Hayes (1968) analysed this approach in the
context of explosion and implosion problems. While it has shown phenome-
nal accuracy with respect to the implosion problems, it is inappropriate for
shocks descending in an exponential atmosphere. For rising shocks it was
found useful, giving an inaccuracy of about 15%. Hayes (1968a) first consid-
ered exact self-similar motions for a strong explosion in an atmosphere at a
moderately low altitude. This explosion generally reaches a stage when the
shock becomes weak and the propagation is close to acoustic. This is largely
due to the geometric divergence of the propagating rays with the attendant
increase in the area of the ray tube. On the other hand, the parts of the
shock waves that propagate upward travel into regions of ever-decreasing
density; this results in strengthening of the shock. As the shock propagates
upwards a couple of scale heights, the strengthening effect over-rides the ge-
ometrical spreading. It can therefore become strong asymptotically. In this
limit the analytic results of Raizer (1964) for the plane shock begin to apply.
Assuming the shock to be self-propagating (when the effects from the region
on the back of the shock do not catch up with it), Hayes (1968) used the
results of self-similar motions to modify the coefficients in the approximate
equation found by Chisnell (1957) and Whitham (1958) and rendered it more
accurate. He employed this improvised Chisnell-Whitham approach to the
study of an axisymmetric shock of self-propagating type moving upwards
into the atmosphere.

The high pressure gas model, studied first by McFadden (1952), was
taken up again by Friedman (1961); the latter was apparently not aware
of this work. The major change in Friedman’s model is that the initial
compressed gas in the sphere (or cylinder) is at a much higher pressure and,
therefore, leads to the phenomenon of secondary shock. The analysis of the
problem is rather approximate and makes an extensive use of Whitham’s
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shock area rule. At ¢ = 0, a gas sphere of (dimensional) radius z¢ under high
pressure is suddenly allowed to expand (or equalize) into the surrounding air
at atmospheric pressure. For z > 0, ¢t > 0, five domains in the (z,t) plane
may be distinguished (see section 7.3): (0) undisturbed air, (1) air which
has been overtaken by the main shock and compressed, (2) a nearly uniform
region outside the main expansion, (3) gas in the main expansion region,
and (4) the gas which has not been disturbed by the rarefaction wave. The
separating boundaries are: the shock between the regions (0) and (1), the
contact surface between the compressed air in (1) and the gas in (2), and
the secondary shock which separates regions (3) and (2). The head of the
rarefaction separates regions (3) and (4).

If the initial compressed gas is at a high pressure, a secondary shock de-
velops for both cylindrical and spherical geometries; it does not occur in the
planar case. For the latter, the main shock and the expansion region come
into instantaneous equilibrium, being separated by a region of uniform pres-
sure and velocity. For the former cases, the high pressure gas upon passing
through a spherical rarefaction wave expands to lower pressures than those
reached through an equivalent one-dimensional expansion, clearly due to in-
crease in volume. This leads to pressure at the tail of the rarefaction wave
lower than the pressure transmitted back by the main shock. To match these
phases a compressive secondary shock must be inserted. It can also be shown
mathematically that the negative characteristics in the centered expansion,
after first pointing to decreasing z-direction, fan out in the increasing x-
direction. These are met by the reflected negative characteristics from the
main shock as the latter decays. These characteristics of the same family,
arising from different sources, tend to intersect and form what is called a sec-
ondary shock. Friedman (1961) found a solution in the expansion wave by a
perturbation of the known exact solution for the planar geometry; he made
rather drastic approximations in his analysis leading to some gross errors.
For the description of the main shock and secondary shock (with disturbed
condition ahead of it), he made an extensive use of Whitham’s (1958) shock
area rule. The latter, as we have observed, is rather approximate unless it
is appropriately improvised, as was done by Hayes (1968). We have care-
fully investigated these points in section 7.3. This approach, after suitable
changes, gives a good qualitative picture of the flow analytically. However,
the series approach, initiated by McFadden (1952) and considerably modi-
fied by us, is much more rigorous. It has the potential of accommodating
the secondary shock effects. It may also be extended to explosions in water
and other media.

Converging spherical and cylindrical shock waves have wide applications
in controlled thermonuclear fusion and cavitation. In contrast to the usual
explosion problem, here the shocks converge to the center or axis of implosion
and strengthen to become infinitely large. There has been considerable
activity on this topic since Guderley first initiated it in 1942. He showed
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12 Shock Waves and FExplosions

that the similarity solutions that describe these flows are of a different type,
now referred to as belonging to the second kind. In contrast to self-similar
solutions of the first kind, characterised by Taylor-Sedov solution for strong
explosions, the exponent in converging shock propagation law cannot be
found from dimensional considerations alone. Instead, one must solve a
boundary value problem in the phase plane (now called Guderley map)
of the reduced system of ODEs, starting from the shock and hitting an
appropriate singular point which often turns out to be a saddle point. For
each +, there is one value of the exponent in the similarity variable (or shock
law) which solves this boundary value problem. The importance of the self-
similar solutions of the second kind derives also from the fact that they
represent what are called intermediate asymptotes, to which a large class of
solutions of initial/boundary value problems converge in the limit ¢ — 0 or
t — o00. For a complete description of the motion of imploding shock waves,
Payne (1957) and Brode (1955) carried out detailed numerical investigations
and verified the values of the similarity exponent obtained from the analysis
in the phase plane. As was pointed out earlier, the approximate intuitive
approach of Chester (1954), Chisnell (1957) and Whitham (1958)(CCW)
seems to give uncannily accurate values for the similarity exponent for the
converging shock problem. This is because in the close proximity of the
center or axis of implosion the shock flow essentially ‘forgets’ details of its
initial conditions and converges to the similarity solution of the second kind,
a circumstance highly conducive to the applicability of CCW approach. The
proportionality constant A in the shock law r = At® must, however, be
found from the numerical solution of the problem (Payne (1957)). In a
more recent study, Chisnell (1998) gave an analytic description of the flow
behind the converging shock which he claimed gave extremely good, though
approximate, values of the similarity exponent, as well as a simple analytic
description of the entire flow behind the converging shock. The basic idea
is to study the singular points in the reduced sound speed square—particle
velocity plane, and choose an appropriate trial function in this plane so as to
remove the singular behaviour at one of these points. An iterative process is
still needed for the accurate evaluation of the exponent but just a couple of
iterations give a good value of the similarity exponent as well as the entire
flow behind the shock wave.

It is known from the numerical solution of the converging shock problem
that, in the reduced variables, the pressure behind the shock first increases
and then decreases monotonically (see Zeldovich and Raizer (1967)). Mak-
ing use of this observation, Fujimoto and Mishkin (1978) gave an analytic
approach for the spherically imploding shock problem and obtained good
values of the self-similarity exponent. This work was severely criticized by
Lazarus (1980), but was appropriately responded to by Mishkin (1980). The
matter remains to be resolved satisfactorily.
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We conclude the discussion of converging shocks by referring to the work
of Van Dyke and Guttman (1982) who considered the global problem of
spherical and cylindrical shock waves. They envisioned that the flow was
generated by a spherical or cylindrical piston which collapsed inward with
a constant speed so that the basic approximation for small time is just the
flow produced by the impulsive motion of a plane piston. The piston mo-
tion is assumed to be so large that the shock thus produced has an infinite
Mach number, that is, the pressure ahead of the shock may be taken to be
zero. The flow field is found by expanding the solution in powers of time
with coefficients functions of a similarity variable which appears in the plane
solution. As a consequence, the zeroth order terms constitute the solution
of the plane problem while higher order terms give the effect of geometry,
spherical or cylindrical. A coupled system of ODEs of infinite order results,
which is solved subject to conditions at the shock and the piston. The
shock locus, expressed as a power series in time, is compared to that given
by the phase plane analysis of Guderley (1942) and subsequent workers.
The tedious computation of the series solution is delegated to the computer
and is carried out to 40 terms. This solution describes the whole flow field
accurately almost to the time of collapse; it does not hold in the immedi-
ate vicinity of the collapse. Thus the global problem was solved and the
shock pursued to its limiting self-similar form at the focus. The series solu-
tion gives excellent values of the similarity exponent and compares very well
with the more recently computed accurate values. It also confirms Gelfand’s
conjecture, quoted by Fujimoto and Mishkin (1978), that, in the range of
the adiabatic exponent v where Guderley’s solution has been shown to be
not unique, the smallest admissible similarity exponent is realized. We may
refer to an exhaustive review on converging shocks and cavities by Lazarus
(1981). It deals, in particular, with the rich variety of previously neglected
nonanalytic solutions and a full exploration of the relevant parameter space.
New solutions are described which contain additional shocks, arriving at the
origin concurrently with the initial shock. Some of these solutions are en-
tirely analytic except at the shocks themselves and some are not. Previously
rejected partial solutions are also discussed. Lazarus (1981) suggested that
more extensive numerical integration of the original PDEs must be carried
out to confirm the evidence for the approach of a class of solutions to a
unique self-similar solution.

Chapter 2 treats the piston problem in its several manifestations. The
similarity solutions are discussed in the physical plane with strong or weak
shocks both when the medium ahead is uniform and when it is nonuniform:;
the blast wave solution comes out as a special case in this formulation. Other
artifices such as new sets of dependent and independent variables help the
discovery of new solutions with strong or weak shocks. Chapter 3 consid-
ers the blast wave problem directly when the medium ahead is stratified
or when it is uniform; both Eulerian and Lagrangian co-ordinates are used.
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14 Shock Waves and FExplosions

Attempts at extending the Taylor-Sedov-Von Neumann solution to the time
regime when the shock becomes weak are discussed. More realistic exponen-
tially stratified atmosphere is also analysed in this context. The effect of heat
conduction in the propagation of the blast wave is then considered. Here,
some interesting new results emerge. This chapter ends with the aymptotic
analysis of the blast wave, far away from the point of explosion. Chapter
4 discusses some important war-time shock wave theories due to Bethe and
Kirkwood (see Cole (1948)) and Brinkley and Kirkwood (1947) and their ex-
tensions for both uniform and nonuniform media. Chapter 5 contains exact
solutions of one-dimensional gasdynamic equations with shock boundaries
and vacuum fronts. The work of McVittie (1953) and Keller (1956) is dis-
cussed and generalised. Both Eulerian and Lagrangian forms of equations
of motion are treated. Chapter 6 briefly investigates the important phe-
nomenon of converging spherical and cylindrical shocks—their genesis and
asymptotic focusing to the center or axis of symmetry. The effects of heat
transfer in this context are also considered. Chapter 7 deals with the more
realistic explosion model where the point explosion hypothesis is dispensed
with; it is now simulated as release of a high pressure gas sphere or cylin-
der into the ambient medium at atmospheric pressure, resulting in weak or
moderately strong shocks. The concluding chapter details computational
methods for the study of strong or moderately strong explosions; these are
related to analytic results discussed in earlier chapters.

It is clear that most of the book deals with the mathematical analysis of
explosions but the computational results are also included where ever they
are available. The concluding chapter deals with this matter in some detail.

The mathematics of explosions has spawned many original ideas in the
theory of nonlinear PDEs; in that respect too, it serves as a very fruitful
topic of study and research.
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Chapter 2

The Piston Problem

2.1 Introduction

A simple way to simulate an explosion is to view it as a spherical piston
motion, pushing out undisturbed air/gas ahead of it. To motivate stronger
disturbances it is convenient to view small changes that a ‘small’ motion of
the piston will bring about (see Taylor (1946)). In the spherically symmetric
case, small motions are governed by the linear wave equation

b = ag (¢rr + 2;%) ; (2.1.1)

r

where ¢ is the velocity potential. The forward moving wave as solution of
(2.1.1) is

¢ =rLf(r—agt), (2.1.2)
where ag is the (constant) speed of sound. The velocity and pressure dis-
turbances from (2.1.2), therefore, are found to be

w=90 2 agt) 7 aot), (213)

s,
P—po= —poa—iS = poaor ' f'(r — agt). (2.1.4)

If the piston motion is given by R = R(t), then using the kinematic condition
at the piston u(R(t),t) = dR/dt, we find from (2.1.3) that

R=R2f(R—aot) — R f'(R — aot). (2.1.5)

If we know the piston motion R = R(t), we may find the form of the function
f by solving the first order ODE (2.1.5). This can be done easily for the

15
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16 Shock Waves and FExplosions

special case for which the spherical piston moves with a constant speed,
starting from the position R = 0 at ¢ = 0. Thus,

R = aayt, (2.1.6)

where « is a nondimensional constant. Since we consider small motions,
a << 1. Writing w = R — apt = (a — 1)agt < 0 in (2.1.5), we get an ODE
for f(w):

aa;lf'(w) - (a();ﬂl)z f(w) + apa = 0. (2.1.7)
The solution of (2.1.7) for negative values of w is
flw) = 2007 oy o(—w)@D/a (2.1.8)
1—a? ’

where c is the constant of integration. Since 0 < o << 1, f(w) in (2.1.8) is
finite only if we choose ¢ equal to zero. Thus, the solution ¢ = 1 f(r — at)
and hence other physical variables become

3 2 3 2
apa® (r — agt) apc ( a0t>

= = 1-—— 2.1.9
¢ 1—a? r 1—a2" r )’ ( )

3 242

_apa” [agt
2 3

ape apt
—po =2 ——=1]. 2.1.11
P=Po=2p07— QQ( . > ( )

The undisturbed medium (v = 0, p = pg), outside the moving sphere
r = at, remains undisturbed for subsequent time while the motion inside
this sphere is governed by (2.1.9)—(2.1.11). The form (2.1.9)—(2.1.11) of
the linear solution, namely, the spherically symmetric sound wave, suggests
that all physical variables are functions of the nondimensional combination
r/agt of the independent variables. The air wave produced by a uniformly
expanding sphere expands at a uniform rate and the velocity and pressure
disturbances are constant along the lines r/agt = constant. We may observe
that, although we started with a damped travelling wave (2.1.2), the actual
solution dictated by the boundary condition is a ‘progressive’ wave or a sim-
ilarity solution (2.1.9)—(2.1.11). We shall see that the same form holds even
when we analyse the full nonlinear problem.

Taylor (1946) assumed that all the variables u, p, and p are functions of
x = r/apt alone, or equivalently, that they are constant along the direction
dr/dt = r/agt, and reduced the nonlinear PDEs governing one-dimensional
gasdynamic equations to ODEs. He proved that these equations do not
have a solution bounded by the sound front » = agt. Instead they have
solutions bounded by a shock of finite or infinite strength. The problem
was solved numerically by integrating the reduced system of ODEs from the
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2.2 The Piston Problem: Its Connection with the Blast Wave 17

shock and determining the position of the piston with respect to the shock
for each « such that the kinematic condition at the piston was satisfied. It
was concluded that the thickness of the layer of the disturbed air decreases
as the velocity of the expanding sphere increases until at an infinite rate of
expansion it is only 6% of the radius of this sphere.

An approximate analysis based on the theory of sound for small radial
velocity yields results which are inaccurate both near the piston and the
shock.

We discuss a more general piston motion in the next section. It includes
Taylor’s (1946) solution for a uniformly moving piston as a special case.

2.2 The Piston Problem: Its Connection with the
Blast Wave

That the piston problem does simulate the point explosion as a special case
will now be brought out by introducing energy considerations. The present
approach is due to Rogers (1958). It assumes that, as a result of the piston
motion, the total energy—the sum of the kinetic and the internal energies
of the gas—varies with time according to the law

E = Eot®, (2.2.1)

where Fy and s are constants. The case s = 0 corresponds to the blast wave
where the energy behind the shock is constant, as we shall detail in the next
chapter. Here, s > 0 so that the total energy of the flow increases with
time (or at most remains constant). The flow is assumed to be produced
by a large piston motion and is headed by an infinitely strong shock. As
in the problem of Taylor (1946) discussed in section 2.1, the position of the
inner surface of the piston will be found by the numerical integration of the
system of ODEs resulting from the assumption of self-similarity of the flow,
starting the integration at the shock front and locating the piston where the
kinematic condition is satisfied. Here, the dissipation effects are ignored.

We consider one dimensional unsteady flow of a perfect gas described by
the system

1
ug + v, + —pr = 0, (2.2.2)
p
ku
Pt + upy + puy + Tp =0, (2.2.3)
(po ")y +ulpp™™), =0, (2.2.4)

where u, p, and p are particle velocity, pressure and density, respectively, of
the gas at the radial distance r and time ¢; £ = 0, 1,2 for plane, cylindrical
and spherical symmetry, respectively.
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It is convenient to replace (2.2.4) by the equivalent form

L p 1 k I P
— _— — — —_— =0. 225
<2pu+7_1>t+ﬂ{7‘u<2pu+7_l r ( )

The system of nonlinear PDEs (2.2.2), (2.2.3), and (2.2.5) together with
(2.2.1) must be solved subject to the boundary conditions at the piston and
the shock produced by it. It is pertinent to introduce the variable

r=r/R, (2.2.6)

where R = R(t) is the radius of the shock; thus, x = 1 represents the shock
locus. The velocity of the shock is denoted by

V= % (2.2.7)
The solution is sought in the self-similar form
u = Vf(x), (2.2.8)
p = por g(x), (2.2.9)
p = poh(zx), (2.2.10)

where pg is the uniform density of the gas ahead of the shock. The total
energy of the gas is

1
E:/§pu2d7—|—/’7}ild7, (2.2.11)
where d7 is the volume element. The first integral in (2.2.11) is the total
kinetic energy while the second is the total internal energy, contained in the
space between the piston surface and the shock surface. If we introduce the
form (2.2.8)-(2.2.10) into (2.2.11) we get

1
E :poekv2Rk+l/

zo

1 2 g k
{th + 77(7_ 1)}37 dz, (2.2.12)

where ¢ = ok 3k , and xq is the co-ordinate of the expanding surface.
The integral in (2.2.12) will involve the parameters 7, k and s (see(2.2.1)).
From (2.2.1) and (2.2.12) we have

3—k)

1/2
l(k+1)@ _ Eo /2 2.2.1
R dt €xpoJ o (2219
where
e [l Yo 221
xo 2 ’Y(fy - 1)
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On integration, (2.2.13) yields

2/(k+3) 1/(k+3)
po (E+3 Eo #(5+2)/(k+3) (2.2.15)
s+ 2 €xpo 7

where we have used the condition R = 0 at ¢t = 0. Two important cases
may first be identified from (2.2.15): (i) s = 0, R o t2/(*+3) yielding the
shock radius for the point explosion for different geometries corresponding
to k =0,1,2, and (ii) s = k + 1, R  t, the case of uniform expansion of
the plane, cylindrical or spherical piston. These special cases also determine
the ends of the interval of physical interest for s, as we shall see. The
transformation (2.2.8)—(2.2.10) changes (2.2.2),(2.2.3) and (2.2.5) to

;L g s—k-1
(x—f)f = i + 8—1—72]07 (2.2.16)
(e~ P = h(f’ ¥ ’;—f> (2.2.17)
{x’fthf? + ﬁ) } =g+ 2 ), (209
where 1 p
_ 2
o= ght*+ (2.2.19)

The prime in the above denotes differentiation with respect to x. The
Rankine-Hugoniot conditions for the strong shock are

2

= — 2.2.2
up 1" (2.2.20)
P1 y+1
pPo_ 1T 92.2.21
Po v—1 ( )
D 2
= . 2.2.22
poV? v+1 ( )
In view of (2.2.8)-(2.2.10), they become
T p— (2.2.23)
= 2.
v+1
h(l) = —— 2.2.24
W - (2220
2y
1) = ——. 2.2.25
o) = —L (2:2.25)

The piston motion is given by = = xg, that is, r = xgR(t). The kinematic
conditions at the piston requires that the piston velocity is equal to the
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20 Shock Waves and FExplosions

particle velocity there. Therefore, from (2.2.8) and r = zgR(t), we have
f(xg) = xg. The problem thus reduces to finding =y such that, for a given
7, the system (2.2.16)—(2.2.18) with the initial conditions (2.2.23)—(2.2.25)
when integrated from z = 1 backward leads to the value x = xy for which
f(xg) = xg. The similarity assumption implies that the total mass of the
gas between the shock and the piston is the same for all time. This fact
was used as a check on the numerical solution of the problem. Tables 2.1—
2.3 give xg, the point at which the expanding surface occurs, the pressure
g(zp) there and the integral J defined by (2.2.14) for plane, cylindrical and
spherical geometries, respectively, for different values of s. The function J
defines the total energy carried by the flow (see (2.2.12)).

Rogers (1958) also rederived the analytic solution for the blast wave
problem, which we shall discuss in great detail in chapter 3. First we ob-
serve that equations (2.2.16)—(2.2.18) possess a constant solution for plane
symmetry with & = 0. This solution is simply

2
flx) = T (2.2.26)
2
glx) = 7—11 (2.2.27)
hz) = z—i (2.2.98)
It is clear that the piston position in this case is given by
xo = f(xg) = % (2.2.29)
In terms of physical variables, the solution is
2
u = ﬁV, (2.2.30)
p = poz—i, (2.2.31)
p = Z’ypOTVlQ’ (2.2.32)

where V is the (constant) velocity of the shock front. Clearly, the piston
advances with the constant speed 2V/(y + 1) so that the volume engulfed
by the shock steadily increases with time. The total (kinetic and internal)
energy of the flow in a volume having unit cross-sectional area (see (2.2.12))
is

1 1
& = pV2R (—hf%L)da;
2/(v+1) \ 2 (v —1)

4 1 4poV2R
= poV?’R| —— / de = 22—, 2.2.33
" (72 - 1) o)) (Y1) (2233
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2.2 The Piston Problem: Its Connection with the Blast Wave 21

Table 2.1. The position of the piston zo = f(z¢), pressure g(zo) and total energy
J for different values of s for spherically symmetric piston motions with v = 1.4,
k = 2 (Rogers, 1958).

5 | o | g(x0) | J

0 0 0.4264 0.4264
0.07 0.578 0.4854 0.3960
0.2 0.736 0.5748 0.3610
0.5 0.846 0.7302 0.3173
1.00 0.900 0.9079 0.2832
2.00 0.932 1.1215 0.2556
3.00 0.942 1.2450 0.2526

Table 2.2. The position of the piston g, pressure g(zo) and total energy J for
different values of s for cylindrically symmetric piston motions with v =14, k =1
(Rogers, 1958).

S | Zo | g(wo) | J

0 0 0.4351 0.6414
0.05 0.408 0.4814 0.5900
0.07 0.468 0.4986 0.5773
0.1 0.534 0.5232 0.5607
0.2 0.664 0.5975 0.5178
0.4 0.776 0.7206 0.4660
0.6 0.828 0.8211 0.4344
1.0 0.875 0.9776 0.3992
2.0 0.915 1.2246 0.3702

It is interesting to observe that the value of each of the integral terms in
(2.2.33) is the same, showing that the kinetic and internal energies are equal
in the present case. Moreover, it follows from differentiating (2.2.33) that

@ B 4poV3
dt — (y+1)2
2
_ 2pV” 2V (2.2.34)
y+1y+1

which is simply the product of the surface pressure and the velocity of ex-
pansion of the plane piston (see (2.2.30) and (2.2.32)).

In the general case, the rate at which the piston motion feeds energy
into the flow is again equal to the product of the surface pressure, the area
and the velocity of the expanding surface. This may be written as

kpoV>
R = ex(xoR) Tg(:ro)on. (2.2.35)
From (2.2.1) we also get

R = sEt* 1. (2.2.36)
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22 Shock Waves and FExplosions

Table 2.3. The position of the piston zg, pressure g(z¢) and total energy J for
different values of s for plane symmetric piston motions with v = 1.4, kK = 0 (Rogers,
1958).

5 | o | g(x0) | J

0 0 0.4550 1.2174
0.05 0.221 0.5086 1.1001
0.1 0.365 0.5591 1.0206
0.2 0.536 0.6523 0.9177
0.4 0.694 0.8139 0.8094
0.5 0.736 0.8846 0.7774
0.6 0.768 0.9500 0.7500
0.8 0.808 1.0662 0.7164
1.0 0.833 1.1667 0.6958

Equating (2.2.35) and (2.2.36) and using (2.2.15) we get

2
_ (s +2) 2kt

" vs(k + 3) o 9(@o). (2.2.37)

The relation (2.2.37) provides an excellent check on the computation of
flows for all cases except s = 0. Figure 2.1 shows the kinetic energy of
the flow expressed as a percentage of the total energy for the spherically
symmetric case for v = 1.4,1.2. It is found that as s increases from 0, the
value corresponding to a blast wave, to its limiting value 3, this fraction
approaches 1/2, indicating the equipartition of energy for s = 3. We shall
discuss this matter in greater detail in the context of the blast wave problem
in chapter 3. The non-self-similar piston motions with nonzero pressure
ahead of the shock were treated by Chernii (1960).

%KE

0 I I .
0 1.0 2.0 30 s

Figure 2.1 Ratio of the kinetic energy to total energy as a function of s, see (2.2.1)
(Rogers, 1958).
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2.8 Piston Problem in the Phase Plane 23

2.3 Piston Problem in the Phase Plane

Now we consider a general piston motion with the speed v = ct™ giving
rise to a strong shock, which propagates into a medium with pressure pq
~ (. In the manner of section 2.2, a strong explosion can be simulated
as the motion of a mass of gas driven by an expanding cylinder or sphere
with speed v = ¢t™. This study includes the situation when a peripheral
explosion takes place, giving rise to an imploding shock. In the sequel, we
follow the work of Kochina and Mel'nikova (1958).

We start again with the equations of motion

1
v + Vv, + ;pr =0, (2.3.1)
pv
pt+ (pv)r + (v — 1)7 =0, (2.3.2)
(pp™7)e +v(pp™")r =0, (2.3.3)
where v = 1,2,3 for plane and spherical symmetry, respectively, and

v = ¢p/cy. We assume that 1 < v < 7. The characteristic parameters
of the problem, [r] = L,[t] = T,[p] = ML73,[c] = LT~™"!, lead to the

similarity variable

Ctm+1
A= 2.3.4
" (2.3.4)
The solution may be sought in the self-similar form
r r?
v = zV()\), p=piR\), p= plt_QP()\)’ (2.3.5)

where p; is the uniform density in the medium ahead of the shock.

We recall that the undisturbed pressure p; is assumed to be zero, hence
the form for p in (2.3.5). Introducing (2.3.5) into (2.3.1)—(2.3.3) and intro-
ducing the variable z = vP/R, the nondimensional sound speed square, we
obtain

dz 2Z2(V -1 +v(y —DV](V —m —1)?

AV V=m-D)VV -1V -—m—1)— 2m/y+vV)z]

2 -V =DV =—m-1)+22(V-—m—1+m/v)}
V-—m-DVV-1)(V-—m-1)—2m/y+vV)z] ~’

(2.3.6)

dR R (V—m—1)2—2vV 1
AV (V-m-1) VIV =DV -—m—-1)—2m/y+vV)z [’
(2.3.7)
a V—m—1)°—- (2.3.8)

AV VIV =)V —m—1) = 2m/y +1V)z
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24 Shock Waves and FExplosions

The strong shock conditions (see (2.2.20)—(2.2.22)), in view of (2.3.5),
become
2(m+1) 2v(y — 1)(m +1)? o+l

ZZVT’ 72 = (v +1)2 ) 2 N1

(2.3.9)

where the subscript 2 denotes conditions immediately behind the shock.
At the piston r, = r.(t), we have

dr, T
. = = 2V, = ct™, 2.3.10
T T ¢ ( )
or c
ry = ——t" (2.3.11)
m+ 1

where we have used (2.3.5) and the law of motion of the piston, v, = ct™.
Thus, from (2.3.4), (2.3.5) and (2.3.11), we have the following conditions at
the piston:

Vi=m+1L, A =m+1 (2.3.12)

We must solve (2.3.6)—(2.3.8), subject to boundary conditions (2.3.9)
and (2.3.12) at the shock and at the piston, respectively. The integral curve,
starting from the shock must, for increasing A, reach either of the points C
and D (see cases 2 and 3 below) where V =m + 1.

It is easy to check from (2.3.6) and its reciprocal that V' = m + 1 and
z = 0 are members of integral curves.

Kochina and Mel'nikova (1958) carried out a very exhaustive study of
the above boundary value problem. We shall discuss the divergent flows with
shocks arising from piston motions in some detail, and summarize the results
for other possible flows described by (2.3.6)—(2.3.8), (2.3.9) and (2.3.12).

First we discuss the singularities of (2.3.6) in the domain 0 < V < m+1,
z>0. C in the following denotes a constant.

1. Point O (V =0,z = 0) is a node. The integral curves in its neigh-
bourhood have the form
2m

V + mz = 621/2. (2313)

2. Point C (V =m + 1,z = 0) is a complicated singular point with the
asymptotic solution

(V —m— 1)2m _ ézu(m—i-l) [I/Z - m,y(v —m— 1)]2m+u(~/—1)(m+1).

(2.3.14)
3. Point D (V =m+ 1,z = c0) has a local solution
~ 2m
z=C(m+1—V)2mtnimil), (2.3.15)
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2.8 Piston Problem in the Phase Plane 25

4. Point E (V = —2m/vvy,z = 00).
5. Point G (V =1,z =0).

6. Point Fj; is intersection of the curves

z o= {V-D+v(y-DVI(V-m-1) = (v—-DV(V - 1)}
X(V—-—m-1)/2(V —m—14+m/y),
VIV-1)(V-m-1)

= . 2.3.16
- 2m/y + vV ( )

The parameter m in the piston motion v = ¢t™ ranges from —1 to +o0,
leading to change in the character of the above singularities.

Case 1. m > 0. In this case the points O, C, G are nodes while D and
F are saddle points. The point E is not singular in the present case. The
integral curves starting from the shock (Va, z2) enter the point C where they
have the local behaviour

2= Cy(m+ 1 — V) Frrwtmssy (2.3.17)

where Cj is a constant. The solution exists for all m > 0. For the special
case m = 0, describing a uniform piston motion (see section 2.2), points O,
Cand A (V =0,z = 1) are nodes while F and D are saddle points. In this
case V =1 is not an integral curve.

Here the case with the pressure p; # 0 ahead of the shock can also be
treated. The solution of this problem is obtained by joining any point (1, z)
to the shock point (Va, 22), where V5 and z9 are connected by the relation

2y = (1-\@)(1+ 7;11/2). (2.3.18)

Case 2. m” < m < 0, where

"n_ V(’Y_l)

" 24+ u(y—1)

(2.3.19)

is greater than —1 (see (2.3.14)). In this case the points O and D are nodes
while E is a saddle point. Three integral curves pass through the point
C: the straight lines V= m + 1 and z = 0, and a certain dividing curve
entering this point at an angle —m~y/v. Therefore, this point corresponds
to two saddle points. There is an odd number (greater than 1) of points Fj;
the point nearest to C is a node.

For the particular value

m=m = — , (2.3.20)
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26 Shock Waves and FExplosions

the field of integral curves coincides with those for a strong explosion (for
a spherical explosion m = —2/5). In this case, the integral curve coincides
with ‘the dividing curve’ entering the point C, referred to above. It has the
form

2
2= (7_1) VAV = 2/@2+ v)] (2.3.21)
2 ) [2/2+v)y—-V]

It may be checked that the shock point (V3, z2) given by (2.3.9) lies on
(2.3.21). For m > m/, this point lies between the straight line V.= m + 1
and the dividing curve, while for m < m/, it lies between the dividing curve
and the z-axis.

It may be checked from (2.3.19) and (2.3.20) that, for v < 2, m = m’
does not belong to the interval m” < m < 0. The solution of the piston
problem exists and the integral curve passes through the point D.

For v > 2 and m < m/, the integral curve starting from (V5, z3) in the
direction of increasing A does not reach either C or D where V = m + 1.
Therefore, the solution of the piston problem does not exist in this case.

Returning to the case m = m/, the point F now has the co-ordinates

-z 2vy(y = 1)(y — 2)
V= 24+v(y—1) R+o( - DPp+20 1) (2.3.22)

It may be verified that for v = 1,2 and for v = 3 with v < 7, the point
(Va, z2) lies between points E and F. If v = 3 and v = 7, the point (V3, 22)
coincides with the point F. For v = 3 and v > 7, it lies between F and C.
Therefore, the integral curve describing the piston motion exists for v = 3,
v >T.

For v = 7, the solution of the strong explosion problem is given simply
by the point Vo = 0.1, 2o = 0.21, while the solution of the piston problem is
given by the segment of the integral curve (2.3.21) between this point and
the point C. At the shock point (V3, 22), A = 0, implying that the shock wave
moves instantaneously to infinity.

Summarizing the results so far, the solution of the piston problem exists
for all m in the range m” < m < 0if y < 2. Fory>2and v =1 or 2, or
for 2 < v < 7 and v = 3, it does not exist for m” < m < m’.

There are other cases involving peripheral explosion with neglect of the
motion of the products of explosion or converging shock waves, which arise
for other values of m and different geometries. We refer the reader to the
original paper of Kochina and Mel'nikova (1958) for details for these cases.
Now we present some of the results of numerical integration of (2.3.6)-(2.3.8)
subject to the conditions (2.3.9) and (2.3.12) at the shock and at the piston,
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0.5
v 0.4
P
Ry
4
1.05 0.3
0.2
12
01 L
m=0 ‘
1.00
0.94 0.96 0.98 1.0
r/r,

Figure 2.2 Particle velocity v/vs and density p/p2 as a function of r/rq for different
values of m, see (2.3.4) and (2.3.23) (Kochina and Mel’nikova, 1958).

respectively. We shall restrict our attention to diverging piston motions
for which the shock is ahead of the piston. The integration is carried out,
starting from the shock conditions (2.3.9), for increasing values of A corre-
sponding to decreasing values of r (see (2.3.4)) until (2.3.12) is satisfied.

The solutions may be expressed as

v_NV p R p_ (L)

va  AVe pa Ry po A 232
T A\ “ z T
— =) = —== 2.3.23
T2 ()\) Zz 9 )\ ( )

Figures 2.2-2.3 show v/vg, p/p2, and p/ps for varying values of the parameter
m. The conditions immediately behind the shock are given by

2p1 2 Ctm
= _D s = —
P2 1 2 Ay
drog  (m+ 1)ct™
D= —=——-—"-—. 2.3.24
dt A2 ( )

Thus, for m > 0, the shock speed increases with time so that the counter-
pressure p; ahead may be ignored only after a long time. It is clear from
Figures 2.2-2.3 that in this case the pressure on the piston at any time
exceeds that at the shock; the density is infinite at the piston while the
temperature is infinitesimally small there. Correspondingly, the pressure is
finite at the piston.

The case m = 0 corresponds to the motion of the piston with constant
speed (see section 2.1). In this case all the variables—pressure, density and

© 2004 by Chapman & Hall/CRC



28 Shock Waves and FExplosions

1.10 —

\\
1.00

0.94 0.96 0.98 1.00
r/ry
Figure 2.3 Pressure p/ps as a function of r/ry for varying values of the parameter
m, see (2.3.4) and (2.3.23) (Kochina and Mel’nikova, 1958).

temperature—are finite at the piston. Here the motion is self-similar even
when p; # 0 (see Sedov (1959)).

The case m < 0 corresponds to a decelerating shock from its initial
infinite strength so that the flow is realistic only at early times when the
shock is of large strength. In these cases, the density at the piston tends to
zero, the temperature tends to infinity, while the pressure remains finite.

2.4 Cauchy Problem in Relation to Automodel
Solutions of One-Dimensional Nonsteady
Gas Flows

In several papers, Grigorian (1958a, 1958b) attempted to show how self-

similar (automodel) solutions may arise from a class of initial conditions.
For the one-dimensional gasdynamic equations

1
ug +uu, + —p, = 0, (2.4.1)
P
v—1)pu
pr+ (pu)r + % = 0, (24.2)
(P )¢ +ulpp™ ) = 0, (2.4.3)

we seek self-similar solutions in the form

u(r,t) = TV, plrt) = BIrl* 2P,

p(r,t) = B\r!ﬁR(/\), z= % (2.4.4)
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2.4 Cauchy Problem in Relation to Automodel Solutions 29

A= ,/%mﬂi*l. (2.4.5)

In (2.4.2), v = 1,2, 3 for plane, cylindrical and spherical symmetries, respec-
tively. a and (3 are dimensionless constants while A and B are dimensional
constants. Substituting (2.4.4)—(2.4.5) into (2.4.1)—(2.4.3), we get

dz z
v m{p(v — 1) +v(y - DV(V —¢)?
—(y=DV(V -1V —q) = [2(V = 1) + s(y — 1)]z}, (2.4.6)
qﬁy —-(V_;f_z, (2.4.7)
dinR w
(V — q) dlnn = QW + q(ﬁ + I/)V, (2.4.8)
where
W o= VIV-1)(V—a) +(k—vV)z, q= ﬁ,
P _%q, (2.4.9)

According to the Cauchy-Kowalewskaia theorem, it is possible to write the
solution of the system of ODEs (2.4.6)—(2.4.8) in the neighborhood of A =0
in the form

V o= MA+VaX24 ..o, (2.4.10)
P = LiIN+PX\ 4., (2.4.11)
R = Ni+RA+---. (2.4.12)

This solution is unique. Here, My, L1, N1, and the coefficients of higher
terms in (2.4.10)—(2.4.12) are dimensionless constants. Equations (2.4.4) and
the solution (2.4.10)-(2.4.12) give, in the limit ¢t — 0, the initial distribution
of the physical variables as

p(?", 0) = LlArO‘, ,0(7‘,0) = NlB’I"ﬁ’

2
u(r,0) = M (%) (1) (r>0). (2.4.13)

In the (z,V') plane, the corresponding solution in the neighbourhood of
(0, 0) has the form

YLy 1o
Z:N1M12V +--- for M;#0, N1 #0 (2.4.14)
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and
p=-1V4+. for Mi=0 or Nj=0. (2.4.15)
«

In addition to the above solutions, we have for the planar case v = 1 another
local solution

Vi = —MA+---, (2.4.16)
P = LA+, (2.4.17)
R = Ny+---. (2.4.18)
Correspondingly, we have
z = 7L VZ4.oo, or z:—lV—}—---. (2.4.19)
N2M22 ’ «

Thus, two integral curves in the (z, V') plane correspond to the Cauchy initial
value problem. These integral curves have the asymptotic representation
(2.4.14) and (2.4.15) for (v = 1,2,3). Besides, we have (2.4.19) for v =1 in
the neighbourhood of V =10,z = 0.

Equations similar to (2.4.6) in the (z, V') plane have been much studied
in the Russian literature. In the present context, the path of an integral
curve originating from (2.4.14), (2.4.15), or (2.4.19) for small values of V'
and z must be continued for increasing values of A (see (2.4.5)). This in-
crease should continue to infinity or to some finite value corresponding to
the moving boundary of the region occupying the gas if such a boundary
exists. An example of this kind is a moving piston pushing the gas ahead.
Thus, the Cauchy problem, stated above, will have a solution if the corre-
sponding integral curve is so constructed that, moving along the curve, the
parameter A monotonically goes through the indicated set of values.

The parameters o and (3 in (2.4.4) and (2.4.5) are uniquely determined
in terms of the two parameters ¢ and k occurring in the present problem
(see (2.4.9)):

o=-2E Bz—ﬁ—2(1—1>. (2.4.20)

q q q

Here, the parameters v = ¢p/c, > 1 and v = 1,2,3 are known. From the
well-studied integral curves of equations of the type (2.4.6) in the (z,V)
plane, describing self-similar or automodel solutions, it is easy to relate
to a Cauchy problem. Grigorian (1958a) describes several such problems
including strong explosions, uniformly moving piston motion, flame fronts
etc.

We may observe that V' = 0,z = 0 is a singular point of (2.4.6); it is a
node in the most general case. The fan of integral curves starting from this
point have the asymptotic form (2.4.14), (2.4.15) or (2.4.19) corresponding
to varied initial conditions.

© 2004 by Chapman & Hall/CRC



2.4 Cauchy Problem in Relation to Automodel Solutions 31

To solve a Cauchy problem for these initial distributions one would have
to trace each curve of this bundle to a point where either A = oo or A = Ay,
where Arp is the value corresponding to a moving boundary—a piston, for
example. Such piston motions satisfy the kinematic condition V' = ¢ (see
section 2.3). Thus, if the motions are continuous, the problem reduces to
tracing the integral curves of the fan from the rest point V = 0,z = 0 to
some special points V = g where z = 0 or z = 0o or to points A = oo which
may correspond to infinitely distant singular points. In addition, A must
change monotonically along an integral curve.

If we refer to the most general discussion of (z, V') plane in the book of
Sedov (1959), we may find that there exists a parabola

2= (V —q)? (2.4.21)

in the (z,V) plane where A while moving along an integral curve attains a
stationary value. That is, OA/9ds = 0 on this curve where s is measured along
the integral curve. So A attains a maximum or minimum there, say, A\ = Ag.
This implies that the integral curve on meeting the parabola (2.4.21) folds
over back into the region of parameters covered prior to the transition across
the parabola (2.4.21). This implies that the solution is discontinuous for all
t > 0. A = )Ag is the limit line demarcating the region where continuous
solutions occur. The solution beyond the intersection of the integral curve
with this line can be joined to the one before via shock discontinuities.
Sometimes neither continuous nor discontinuous solutions of the Cauchy
problem may exist (see Grigorian (1958a)).

We discuss now a special piston problem following Grigorian (1958b).
We do not discuss power-law piston motions detailed in section 2.3. Instead
we turn to piston motions following an exponential law, which can also
be obtained from the power law via some transformations and a limiting
process requiring the power to tend to infinity. This exponential solution is
of interest in its own right (see section 3.4). Let the piston motion be given
by

r=ae'", (2.4.22)

where a and 7 are dimensional constants. We look for self-similar solutions
of the system (2.4.1)-(2.4.3) in the form

2

u(rt) = =V, p(rt) = pozPON), plrt) = poR(),  (24.23)

where

A= et (2.4.24)
T

Thus, the piston path is described by A\ = 1. Substituting (2.4.23)-
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(2.4.24) into (2.4.1)~(2.4.3), we get

Az R+v(y=DIV(V =12 =(y=D)V3(V =1) =2V = (y —1)]Z

v =7 (V=1){V2(V —-1)-[2/y+vV]Z} )
(2.4.25)

dln\ . (V _ 1)2 _ 7
v~ VIV 1) = (2/y+vV)Z’ (2.4.26)

n 27 -1) = ”
V= 1)Ccllllnf - Zl_) (V(Q_/Z; Dz, (2.4.27)

where .
7

Z="7 (2.4.28)

The field of integral curves of (2.4.25) is shown in Figure 2.4. We assume
that the piston motion is so strong that it leads to shocks of infinite strength.
These shocks propagate into a stationary gas with zero pressure. We must
therefore construct a solution which passes through the point Z =V =0
(see (2.4.23) and (2.4.28)) in the (V, Z) plane.
The strong shock conditions (see section 2.3) in view of (2.4.23) and
(2.4.28) become
_ 2,70
- ) 2 — )
y+1 (v +1)2

where the suffix ‘2’ denotes flow immediately behind the shock. These condi-
tions discontinuously connect the point Z =V = 0. It follows from (2.4.23,),
(2.4.24), and R = RV()\)/7 applied at A = 1 that V =1 at the piston. We
also find from (2.4.25) that we must have Z = 0 when V = 1. Thus, the

Va (2.4.29)

37

Figure 2.4 The field of integral curves of equation (2.4.25) for 1 < v < 2 (Grigorian,
1958).
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2.5 Uniform Ezxpansion of a Cylinder or Sphere into Still Air 33

solution starting from the shock point (2.4.29) must pass through the piston
point V' =1,Z = 0. A local analysis of (2.4.25)-(2.4.27) shows that, in the
vicinity of this point, we have

1 2
Z=Ci(1-V)%m, A=, <V+ 3)” . R= Cg(w)“”,
vy 1-V

(2.4.30)
where C1, Cs, and C5 are constants. Since the piston motion is assumed to
be given by A = 1 where V = 1, we find from (2.4.303) that the constant

1/v

C5 must be equal to {l/w /(2+ 1/7)} / . The solution of the piston problem
may now be obtained as follows. Starting from the shock point (2.4.29) we
integrate (2.4.25) until the solution matches with the local solution (2.4.30).
A numerical fit determines the constant C';. The parameter A is found by
integrating (2.4.26) with the conditions A = 1, Z = 0,V = 1; the solution is
locally known from (2.4.302). The density R is found by integrating (2.4.27),
starting from the shock where Ry = (y+ 1)/(y — 1). The value of A at the
shock is known from the previous integration. The integration is carried to
the piston where A\ = 1. This numerical integration determines the third
constant Cs in (2.4.30). Thus, the approximate solution (2.4.30) near the
piston is now fully determined. This solution shows that at the piston the
density is infinite, the pressure is finite, and the temperature is zero. This
is in agreement with the results obtained in section 2.3 for power law piston
motions. The present solution may also be obtained as the power in the
law of the piston motion is allowed to tend to infinity appropriately (see
Grigorian (1958b)).

2.5 Uniform Expansion of a Cylinder or Sphere
into Still Air: An Analytic Solution of the

Boundary Value Problem

Lighthill (1948) derived an ‘approximate’ analytic solution to describe the
motion caused by the uniform expansion of a cylinder or sphere into still
air. The motion is supposed to be small so that only weak shocks are pro-
duced; the changes in entropy are therefore ignored. This is a special case
of a kindred class of problems treated by Lighthill (1948). He analysed
the flow in terms of velocity potential and introduced the similarity vari-
able to reduce the governing PDE to an ODE. He then wrote appropriate
boundary conditions both at the piston and the weak shock. The boundary
value problem thus arrived at for the nonlinear second order ODE is still
formidable. Lighthill (1948) proceeded to intuitively ignore certain terms in
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34 Shock Waves and FExplosions

the equation. This enabled him to solve the resulting ODE in a ‘somewhat’
closed form. For the solution of the BVP to exist, the relation between the
shock Mach number, M, and the nondimensional velocity of the piston, «,
was found explicitly.

Consider the uniform expansion of a cylinder, which starts from zero
radius. We summarise the results for the spherical case later. Let r be
the distance measured from the axis of the cylinder. The time ¢ is chosen
to be zero when r = 0. For the uniform expansion of the cylinder it is
natural to introduce the nondimensional variable z = r/(agt), where ag is
the undisturbed speed of sound. Let aga be the velocity of the cylinder
which leads to the velocity agM of the shock, M > 1. « is assumed to
be small. The region of flow between the piston and the shock in terms
of x becomes a < x < M. Since the flow is assumed to be isentropic, the
equations of continuity and motion may be combined to yield a single second
order PDE for the velocity potential ¢ (see Von Mises (1958)):

1
a2 (err + ;(ﬁr) = ¢tt + 2¢r¢rt + (¢r>2¢rr- (2-5-1)
The speed of sound a is found from the Bernoulli’s equation
1, a? a3
- = — 2.5.2
@+2q+7_1 o (2.5.2)

where ¢ = 9¢/0r is the fluid velocity. The boundary conditions to be
satisfied by the solution are as follows.

(i) The particle velocity at the cylinder is equal to that of the cylinder so
that we have the relation

— = qpq, (2.5.3)

holding at the cylinder.
(ii) The velocity potential ¢ at the shock is continuous; therefore,

o(M) = 0. (2.5.4)

(iii) From the Rankine-Hugoniot conditions, the velocity behind the shock
is given by
U 2
—=——(M-M"). 2.5.5
agp v+1 ( ) ( )

If we introduce the similarity form of the solution

¢ = a%tf(:r), x =r/apt (2.5.6)

© 2004 by Chapman & Hall/CRC



2.5 Uniform Ezxpansion of a Cylinder or Sphere into Still Air 35
into (2.5.1), it reduces to the exact nonlinear ODE
1
1=y (F-ar 4G (e ) =@ P (25

while the BCs (i)—(iii) above become

@) = «a (2.5.8)
f(M) = o, (2.5.9)
(M) = 2(M —M™Y/(y+1). (2.5.10)

Since we have three BCs (2.5.8)—(2.5.10) for the second order ODE (2.5.7),
there must exist a relation between the parameters o and M for a solution of
this BVP to exist. First we derive a first approximation to this relationship,
following the work of Lighthill (1948). He argued that equation (2.5.7) may
be approximated by

[+ (v = D"+ f = (= 2f) 1", (2.5.11)

where some terms have been dropped. This was done by observing that
¢ and, therefore, f are small near x = 1 and f'? is small compared to f';
besides, = has been put equal to one where ever convenient. Indeed, the
terms that have been dropped are assumed to be small even away from
x = 1. Surprisingly, in spite of these approximations, Lighthill (1948) found
a quite accurate relationship between M and «. Equation (2.5.11) can be
solved in terms of an integral. Introducing the variables

fl=y, z7%=2z2 (2.5.12)

into (2.5.11), we get the first order ODE

1Mdy 1y
1 Ny—-|ZL=2Y 2.5.13
+O+y——| - =357 ( )
or d
é — 2y +1—y Y= -2y, (2.5.14)

Equation (2.5.14) is linear in z and integrates to give
(e e
2y 2e 20y — / 273720+ Dt 4 constant. (2.5.15)
v

Since y = f’ is assumed to be small everywhere, retaining only the first
two terms in the asymptotic expansion of the integral in (2.5.15), namely,
—2(y + 1)e 20y~ 4 =200+ Dy =2 e get

z=1-2(y+ 1y + Ky?, (2.5.16)
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where K is a constant. The boundary condition (2.5.8) gives z = a2 when
y = a. Therefore, from (2.5.16), we have

1
K ~ A’ a— 0. (2.5.17)

The boundary condition (2.5.10) becomes
z=M"2 when y=e=2(M—-MY)/(y+1). (2.5.18)
Therefore, from (2.5.16), we have
M™2x1—4(M—- MY +4K(M - M™H2/(y +1)? (2.5.19)
which, for M ~ 1, implies that

3(v+1)?* 3 2 4
M—-1~ —/———~ = 1 2.5.20

N R (25.20)
as a — 0 (see (2.5.17)).

The corresponding relation for the spherical symmetry was found to be

1

log(M — 1) ~ RCESI

(2.5.21)

Lighthill (1948) remarked that the solution of the above ‘physical’ prob-
lem must exist for each «; its uniqueness however is not obvious. He also
gave a more rigorous order of magnitude argument to show that the relation
(2.5.20) is correct for small values of a.

We may observe that the approximated equation (2.5.11) is analytically
quite different from the full equation (2.5.7). The latter, for example, is
invariant under the transformation x — —x; this is clearly not true of the
former.

We observe that this problem can be numerically treated as an initial
value problem. For a given v and an assumed value of M = M; ~ 1,
one may integrate (2.5.7), starting at x = M with the initial values (2.5.9)
and (2.5.10). Since the solution of the problem exists (it should in fact
be analytically proved), there would exist a point + = o << M, where
f'(a) = a. Thus, such a value of o may easily be obtained for given values
of My and +; no iteration is needed to find a.

Our numerical solution of the boundary value problems for both spherical
and cylindrical piston motions with v = 1.4 shows that Lighthill’s approx-
imate analysis gives good results for M > 1. This is in spite of the fact
that (2.5.11), approximating the original equation (2.5.7), is qualitatively
different.
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2.6 Plane Gas Dynamics in Transformed

Co-ordinates

Sometimes it is useful to express the basic equations of motion in a new
co-ordinate system to discover new forms of solutions. However, the trans-
formation of the governing equations should be such that it is still feasible
to impose boundary conditions at both the moving boundaries—the shock
and the piston. Hodograph transformations do not generally allow this fe-
licity. On the other hand, if one writes the basic equations in conservation
form, it becomes possible to choose new independent variables such that one
of them put equal to constant gives particle lines while the other set equal
to zero delineates the shock path. Thus, the trajectories of the particles
(including that of the piston) and of the shock wave are easily denominated
and determined. There are other choices of co-ordinates which we shall sum-
marize at the end of this section. We shall follow the work of Sachdev and
Venkataswamy Reddy (1982) in the following.

The gasdynamic equations in planar symmetry for a compressible medium
are

pt + (pu)z =0, (2.6.1)
p(us + uug) + py = 0, (2.6.2)
St +uSy =0, (2.6.3)

where p, u,p, and S stand for density, particle velocity, pressure and specific
entropy at any point x and time ¢, respectively. We also have the equation
of state, p = p7exp (S;JSO
at constant pressure and constant specific volume, respectively. Equation
(2.6.1) is already in a conservation form. Equations (2.6.1) and (2.6.2) can

be combined to give

), where v = ¢p/c, is the ratio of specific heats

9 0
a(pu) + %(p + pu?) = 0. (2.6.4)

The conservation laws (2.6.1) and (2.6.4) suggest the introduction of the
variables 7 and &:

dr = pdx — (pu)dt, (2.6.5)
d¢ = pudz — (p+ pu?)dt.

We can, therefore, write the differential relations

2
ar = —Yae PEP) 4 (2.6.7)
p ppP
i = L Y, (2.6.8)
p p
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38 Shock Waves and FExplosions

Clearly, dr = 0 or dz/dt = u gives particle lines. This relation also holds
along the piston path. The Rankine-Hugoniot conditions across a shock
propagating into a medium with the variable density p. = p«(z), constant
pressure p = pg, and particle velocity ug = 0 are

P (v+Dp+(y—1)po

pe  (r=Dp+ G+ 1po (269)
/2 1/2 oy
w= (=) G-l Dt - D (2610
U = (2p.)"?[(v+ Dp+ (v — Dpo] 2, (2.6.11)
where U is the shock velocity. Along the shock, we have
dx = U(t)dt, (2.6.12)
which, on using (2.6.7) and (2.6.8), can be written as
dé + ¢(r)dr =0 (2.6.13)
where we have assumed that we may write
o(7) = pf)((;)U_l. (2.6.14)

The relation (2.6.13) suggests introduction of the variable s according to
ds = d& + ¢(1)dr (2.6.15)

so that the shock is given by some line s = constant. The differential
relations (2.6.7)—(2.6.8) can now be written as

2
u (p+ pu” + pug) .

dr = ——ds+ ) (2.6.16)
p pp

g = B wrd) (2.6.17)
p p

Since (2.6.15) is invariant under a translation in s, we may choose s =0
as the shock path. As we have observed earlier, the lines 7 = constant
give particle paths. Since entropy is constant along particle lines, 7 = con-
stant give lines of constant entropy in the (7, s) plane. We may, therefore,
conveniently drop (2.6.3) and transform (2.6.1) and (2.6.2) according to
(2.6.16)—(2.6.17) with 7 and s as the new independent variables:

wr + wws — %p‘l/vps —¢/'(1) =0, (2.6.18)

pr + wps — pws = 0, (2.6.19)
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where

F@ =17V, w=u+¢ (2.6.20)

and the function ¢(7) is defined by (2.6.14). The functions ¢(7) and f(7) will
be fixed so that the shock conditions meet the requirement of a self-similar
solution. Using (2.6.9)—(2.6.11), we may write the following relations along
the shock:

~po { 2po

P=o = (m? —7+1>, (2.6.21)
— Ps=0

Wemo = ¢< o ) (2.6.22)
oy [(r = Dpo + 2900 o

f(r) = 320[ 5+ Dpopad? } . (2.6.23)

Since we seek similarity solutions for equations (2.6.18)—(2.6.20) in terms
of a combination of variables 7 and s, we must choose ¢(7), f(7), and p.(7)
at the shock such that p,¢? and f/¢? are constant.

Sachdev and Venkataswamy Reddy (1982) used infinitesimal transforma-
tions to discover similarity solutions of the system (2.6.18)—(2.6.20) subject
to the conditions (2.6.21)—(2.6.23) with the constraints on the functions p.,
¢, and f mentioned above. They arrived at two forms of solution—the power
law and the exponential form. We discuss the power law form in detail and
summarize the results for the exponential form. The power-law similarity
solution has the form

= oW (o), (2.6.24)
= poP(0), (2.6.25)
t 0%
- p°—°(1+ m) , (2.6.26)
POT0 POT0
1/v 2«
F o= ﬂq(ur “T> , (2.6.27)
bpo POT0
where
—(1+a)
o= i(1+ a7 ) (2.6.28)
DPoto PoZo

is the similarity variable, and zq, o, pg and pg are arbitrary constants with
dimensions of distance, time, pressure and density, respectively. « appears
in the exponent in the similarity variable. C; is a constant. The system of
PDEs (2.6.18)—(2.6.19) reduce via (2.6.24)—(2.6.28) to the system of ODEs

W —ala+1)o)W' —C1PY7P = aa(l = W), (2.6.29)
PW'— (W — (a +1)ac)P' = 0. (2.6.30)
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The parameter a assumes values +1 or —1. The constant C is given by
—14(2v/b)\ b
¢y = P (Lﬁ/)) 2, (2.6.31)
7+1 gl
where the pressure P, behind the shock is given by

Ps=0 P:2b—’}/+1

= *

Po v+1

(2.6.32)

with )

_ pozd

 poty

Equation (2.6.26), the requirement that p,$? must be constant, and the

shock condition (2.6.9) imply that the undisturbed density must have the
form

(2.6.33)

—2«
a
e = po (1 n po;O) . (2.6.34)

Thus, we have a five parameter family of solutions, the parameters being
xo, to, po, po and a # 0.

To obtain the initial conditions for the ODEs (2.6.29)-(2.6.30) at the
shock s = 0, that is, at 0 = 0 (see (2.6.28)), we substitute the similarity
form (2.6.24)—(2.6.28) into the shock conditions (2.6.21)—(2.6.22). We obtain

2% —~+ 1
_ 2ot p (2.6.35)
v+1

W (0) = P(0)

Here we have used the form of the density stratification (2.6.34) in the

undisturbed medium ahead of the shock. Choosing V' = (a + 1)ac and W

as the dependent variables and P as the independent variable, we may write
(2.6.29), (2.6.30) and (2.6.35) as

W
ap = W=V)/P, (2.6.36)
% = ay(CrPO™YI — (W = V)?)/P(W — 1), (2.6.37)
V(P.) =0, W(P.)=P., (2.6.38)

where a; = (o + 1)/a. From (2.6.16) we have, along the shock s = 0, the
relation

dr = pidzx, (2.6.39)

where p, is given by (2.6.34). Integrating (2.6.39) we have the x co-ordinate
of the shock as

x 1 ar \2ot!
S S P 1 ~1/2
To MM+U[(+PMJ y a#-1/2
1
= aln(l +at/poxo), a=—1/2. (2.6.40)
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Now, observing that, along the shock, U = dx/dt, where U is given in
terms of pressure behind the shock by (2.6.11), we may write (2.6.39) as
dr = p,Udt. Integrating this relation etc., we have, along the shock,

t 1 [<1+ ar )a“ 1} 4
" = DR - - ) « )
to a(a+1) PoTo
1
- —ln<1+ a7 ) a=-1,  (2.641)
a P00

where we have assumed that 7 = 0 when x = 0, = 0. Eliminating 7 from
(2.6.40) and (2.6.41), we get the shock locus as

fL'(t) 1 |: t ](2a+1)/(a+l) 1
== == !h 1)— ~1 —1,—=
o0 a(2a—|—1){ Fala+l)p a7 —l=g,
— 01— exp(—at/to)), o=—1,
a
2 at 1
- ‘m(1+ & S
a n( + to)’ @ 2
(2.6.42)

The density distribution ahead of the shock is found from (2.6.34) and
(2.6.40) as

- (2a/20+1) 1
pela) = poft+ata+ D] oy
0
ax 1
_ il — 2. (2.6.43
poexp (22, =5 (264
The shock velocity U = dz/dt may be found from (2.6.42) as
a/a+1
U = @[14—&(&—}—1)— , a#—1,
to to
= @exp< - a_t)) a=-—1. (2.6.44)
to to

It may be checked from the explicit results above that if acx > 0, the undis-
turbed density p, ahead of the shock is a decreasing function of z, the shock
velocity U grows with time and the pressure P = p/pg in the region behind
the shock is greater that P, (see (2.6.32)). Similarly, if aax < 0, p, increases
with , U decreases with ¢ and 1 < P < P,. Figures 2.5-2.7 give shock
locus, pressure behind the shock, and the loci of the particle trajectories
including the piston path for some typical values of the parameters.

Now we shall find the loci of particle paths and the piston path explicitly.
Substituting

ar a+1
s = potoo (1 + —) , u=¢(W—=1), p=poP (2.6.45)
£oZo
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12.0—

8.0 —

t/to

4.0—

Shock wave motion
[ 1.75 |
0 0.2 0.4 0.6

x/X,
Figure 2.5 Piston path, isobars and shock locus for v =5/3, b = 8/3, a = —1/2,
a =1, see (2.6.54) (Sachdev and Venkataswamy Reddy, 1982).

0

t/t

X/%q
Figure 2.6 Piston path, particle trajectories and sonic wave locus for y =b = 1.4,
a = —1, a = —1 (Sachdev and Venkataswamy Reddy, 1982).

into (2.6.16) and (2.6.17), we may obtain the partial derivatives dx /0P and
0t/OP. We recall that o = ¢(P) under the similarity assumption.
We thus have

ox x0 (W —1 ar 2t do
— = —— 1 — 2.6.4
oP FCe ) ) e o
ot to ar \*t do
= = _Z1 — 2.6.4
oP P( poxo) dP ( 6 7)
or, using (2.6.36) and (2.6.37), we have
ox zo [[dW\? _ ar 1%+
Oz _ _op (v+1>/v>} {1 0T 9.6.48
oP aab K dP ) ! + POT0 ’ ( )
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a+1
/(W —1).

2
ot _  to Kﬂ) _Clp—(v-i-l/v)} [1+ ot
(2.6.49)

a_P N @ dP LOT0

Using the boundary conditions (2.6.40) and (2.6.41) at the shock P = Py,
we may write (2.6.48)—(2.6.49) in the integrated form as

20+1
aT
z (1 + po—aro> /P

X abo P,

dP

AW\ 2
2y —(v+1/7)
( dp) o\ P

ar \ 20+ 1
= (1 1 _Z
a(20é+1)[( +Poﬂ?0) }7 o7 2’

2 [Pr/dw\2
_ _Z oy —(v+1/7)
ab /p KdP) Gp

1 1
—|——ln<1 + - ) a=—x. (2.6.50)
a POT0 2

_l’_

dP

a+1
) 2
! —< i /P [(—dW> el < eanval ar
to ax P, dP W —1)

1 ar \*H!
SRS I B 1,
ala+1) K P0370> } a7

1 (P /dWw\>2 dpP
- _Z ) - p—(v+1/v)} _
a/p* KdP) = W =1)

1
+—ln(1 + ) a=—1, (2.6.51)
a POZTo

=0

0.5
1
3.0

6.0

4.0

Piston path (1/Po x0)

t/t,
x

N\
2.0 p/pO:W.SSSB

Figure 2.7 Piston path, particle trajectories and shock locus for v = 1.4, b = 2.4,
a = —0.75, a =1 (Sachdev and Venkataswamy Reddy, 1982).
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where

P, <P<oo for aa>0,
1< P<P, for aa<0.

If we set 7 = constant in (2.6.50)—(2.6.51), we obtain trajectories of the
gas particles in a parametric form. In particular, if we put 7 = 0, we have
the piston path

z(P) 1 (Pr/dwy?2 _
it Sl Y o pm Ot | gp
0 aba/* KdP) = b,
t(P) 1 (Pr/dw\? _ dP
- - _ o, p~O+1/) I 6.
to aa Jp, ( dP ) = (W-=1) (2.6.52)

This is the piston motion which gives rise to the shock propagation law
(2.6.42). We have thus an analytic solution of the following physical problem.
At t = 0, there is a quiescent gas in the region x > 0 with constant pressure
po and density distribution (2.6.34). The piston begins to move at
t = 0 according to (2.6.52), giving rise to a flow headed by a shock with the
trajectory (2.6.42). The solution, describing this flow, contains five arbitrary
constants, namely, xq, to, po, po, and a.

It may be verified from the expression of shock velocity and the undis-
turbed density and pressure ahead of the shock that the Mach number of
the shock is simply My = (b/~)'/2. For a compressive shock we must have
My > 1, that is, b > 7.

It becomes possible to write the solution in a closed form for
a=-1,-1/2.

a = —1.
~1
( i pg;o) ~1/ -1/
Z - 2 pae - P - (PP

1 -1
+—[1—<1+ ‘”) }
a PoTo

ti — é/P Clp—(7+1/’7) _ 1] ap + lln<1 + i)’
0 '«

(P=1) a POZ0
t —1
u = ¢(P—1), ¢= p°—°(1+ 7 ) , (2.6.53)
PoT0 £oT0
1/~ -2 —92
aT ax
0 = Pt 2) L p=n(1-2)
00 POTO Lo
a(

0 - toeel-3)
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where 1 < P < P, fora=1 and P, < P < oo for a = —1. Ustinov’s (1967)
special solution corresponds to the case a = —1.

a=-1/2.

r _ 2 P{Clp—(wl)/v_(

_ —1/7)2

o ab Jp, Q
1 art
+—ln<1 + >,
a £OL0
1/2
2(1 + L) )
o o /P {ClP(WH/w) (b= CiP 1/7)2} ap
to a . Q QL2
9 1/2
+—{<1+ ar ) —1}, (2.6.54)
a £oL0
; ~1/2
e R I
ZopPo P00
1/~ -1
fo= Z—I)O—C1<1+ - ) : p*—poexp<%),
b £0 £0T0 o
X®) = gln(l + a_t>’
i) a t()
1<P<P, for a=1, and P, < P<oo for a=-1,
where ) (7=1)/
1 2v2CL PN
Q=1+ 0 Yp L ogpp TGP (2.6.55)

v—1 v—1
Sachdev and Venkataswamy Reddy (1982) also considered the limiting
case when My — 1, corresponding to b — =, so that the shock degenerates
into a sonic line. In this case the shock point P = P, = 1 is a singularity.
This manifests itself as W = 1,V = 0 in the system of ODEs (2.6.36)
(2.6.37). A local analysis about this point was carried out to start the
integration from the neighbourhood of the shock. An approximate piston
path was also determined, using this local analysis.
We summarize the results for the other class of similarity solutions,
namely, the exponential type. Here the solution has the form

— $W(0), (2.6.56)
p = poP(o), (2.6.57)
o = iexp<— ar ) (2.6.58)
Doto P00
ST ar
f= =2 CleXp<— ) (2.6.59)
bpo PoTo
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t
= Oexp( ar ) (2.6.60)
LOT0 L0oT0

where g, to, po, and C are arbitrary constants. The system of PDEs (2.6.18)—
(2.6.19) now reduces to

(W —ao)W' —CLP~Y7P = a(1-W), (2.6.61)
PW' — (W —ao)P' = 0, (2.6.62)

provided the undisturbed density is chosen in the form

2
Py = poexp( — ﬂ). (2.6.63)
PTo
As before, we may rewrite (2.6.61)—(2.6.62) as
aw (W—-V)
_— = —F .6.64
1P R (2.6.64)
av
- = (CLPT™YVY — (W = V)2 P(W —1). (2.6.65)
The conditions at the shock are
W(P,) =P, V(P)=0, (2.6.66)

where V' = ao. Indeed the above system of ODEs may be recovered from
(2.6.36)—(2.6.37) in the limit & — 4oo, implying a; = 1. The degenerate
solutions without shocks do not exist for the present class.

As for the power law form, we may derive the parametric form of the
shock locus as

1 2
S —{exp( ‘”) —1}, (2.6.67)
To 2a P0T0
t 1
o= —{exp( a7 )— 1]. (2.6.68)
to a PoT0o

The shock locus, the shock velocity and the density of the medium ahead of
the shock are therefore given by

x at 2

0 _ LAy s
Ult) = f—;)(wr?—;) (2.6.70)
p«(x) = po/(1+2ax/xp). (2.6.71)

The functions z and ¢t may be written as

2a1
eXp<T> 2
_ &/’D (d_W> _ oy

dP
o ab P, dP
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4L {exp< 2a7 > - 1], (2.6.72)

2a POT0
e _ar
i — M/P {(M)2 _ Clp—(v—f—l/v) L
to a P, dP (W — 1)
41 [exp(—m— ) _ 1], (2.6.73)
a POT0

where P, < P<oofora=1and 1< P <P, for a = —1.
The piston path corresponding to 7 = 0 is therefore given by

x 1 P AW\ 2
= = — ] - —(r+1/7)
Zo ab Jp, [( dP ) ap dP,
! Lo (avy? P
— = = — ] - —(+1/m | 9
to a /p K dP ) P w—1 (2.6.74)

Sachdev, Gupta and Ahluwalia (1992) generalised the work of Sachdev
and Venkataswamy Reddy (1982) in several ways. The solution of the sys-
tem (2.6.18)—(2.6.20) was written out as Taylor series in s with coefficients
which are functions of 7. The nice thing about this series solution is that
no ODEs need to be solved for the coefficients. This is because s does not
appear explicitly in (2.6.18)—(2.6.19) and the coefficient functions can be
found recursively in an algebraic way. All the self-similar solutions found by
Sachdev and Venkataswamy Reddy (1982) were recovered as special cases.
Another class of solutions, again in series form, were discovered by intro-
ducing a new co-ordinate system which arises from the conservation form
of the equations of continuity and energy. For this new formulation, the
analysis applied to the previous class was repeated. Both classes of series
solutions include solutions of Ustinov (1967, 1986) as special cases. A variety
of solutions describing flows, driven by special piston motions and headed
by strong shocks or shocks of arbitrary strength, were explicitly written out
and graphically depicted. Another class of solutions described flows with
characteristic fronts replacing the shocks.

A different formulation, accruing from another conservation form of
plane gasdynamic equations, led to a certain nonlinear hyperbolic equa-
tion of second order (Ustinov (1967), Sachdev, Dowerah, Mayil Vaganan
and Philip (1997)). This equation was thoroughly analysed by Sachdev et
al. (1997). New intermediate integrals were found generalising the usual
Riemann invariants. This also led to a new class of solutions of gasdynamic
equations, which satisfied boundary conditions both at the piston and the
shock. The medium ahead of the shock was again assumed to be nonuni-
form. Some ad hoc approaches yielded additional classes of solutions. The
solutions of Ustinov (1967) were recovered as special cases. There are other
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related studies due to Steketee (1972, 1976, 1977) and Ardavan-Rhad (1970).
The former author carried out a detailed analysis of one-dimensional gas-
dynamic equations using Lagrangian co-ordinates in plane, cylindrical and
spherical symmetries, while the latter, through a set of transformations, ob-
tained an interesting equation for plane geometry wherein particle velocity
is the dependent variable and sound speed and entropy are the independent
variables. A first integral of this equation was found, generalising the usual
Riemann invariant, and was used to study the catching up of a shock by a
rarefaction wave. This equation merits further analysis and investigation.
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Chapter 3

The Blast Wave

3.1 Introduction

As we remarked in the introductory chapter, in 1941, Sir Geoffrey Taylor
was asked by the Defence Ministry in the U.K., much before the atom bomb
was actually produced, to attempt to predict the mechanical effects such a
nuclear device would bring about—in contrast to those of a common explo-
sive bomb produced by the sudden generation of a large amount of gas at
a high temperature in a confined space. The precise question posed was:
“Would similar effects be produced if energy could be released in a highly
concentrated form unaccompanied by the generation of gas?” It is remark-
able how the analysis of Taylor, based on some physical assumptions, led
to some precise answers which agreed rather closely with the experimental
results made available much later. The self-similar analysis of Taylor gave
an accurate answer up to the point where the maximum pressure behind the
front decreased to about 10 atmospheres. It was Taylor’s special gift to see
how apparently complicated phenomena could be expressed in mathemati-
cal terms and to introduce a quantitative aspect into their description. He
would always idealize the problem so that processes or factors expected to be
of little relevance could be ignored. He would also identify all the relevant
physical or geometrical parameters occurring in the data of the problem,
from which information may be quickly culled.

The physical problem may be succinctly stated as follows. A finite but
large amount of energy is suddenly released by nuclear fission in an infinitely
concentrated form. This at once leads to the formation of a shock which
propagates outward according to the law

R(t) = S(y)py P BV, (3.1.1)

where pg is the atmospheric density, E is the energy released, and S(7) is
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50 Shock Waves and FExplosions

a function of v to be determined. The law (3.1.1) may be derived easily by
dimensional considerations. Although a similarity hypothesis is still possi-
ble, as in the problem of the expansion of a spherical piston, it ceases to
hold soon after the initiation of the bomb, since one of the assumptions
underlying the analysis, namely that the intensity of the shock produced is
infinitely high breaks down; the strength of the shock becomes finite as it
propagates even though the total energy of the blast in the flow behind the
shock remains (essentially) constant (see section 2.2 for the piston-driven
flows which contain the blast wave as a special case).

We first derive the system of nonlinear ODEs from the basic system of
PDEs under the similarity hypothesis, following the original work of G.I.
Taylor (1946) and summarize the results of their numerical solution. Later,
we shall write out their analytic solution, found by J.L. Taylor (1955) (see
also Sedov (1946)). The shock propagation law R o t~3/° from (3.1.1)
suggests that we seek the self-similar solution in the form

Po_ =R, (3.1.2)
bo
P
L o_ oy 3.1.3
. 0 (3.1.3)
u = R3?¢,, (3.1.4)

where pg and pg are undisturbed pressure and density ahead of the shock,
respectively, while f1,v and ¢ are functions of n = r/R(t) alone. It will be
seen presently that the form (3.1.2)—(3.1.4) is consistent with the equations
of motion and the equation of state for a perfect gas.

The equations of motion, continuity, and particle isentropy in spherical
geometry are

1
up + v, + ;pT =0, (3.1.5)

2
pe + upr + pur + % =0, (3.1.6)
(pp™ "), +ulpp™), =0, (3.1.7)

respectively, where u, p, and p are particle velocity, density and pressure at
the point 7 at time ¢, and v = ¢, /c, is the ratio of specific heats. Equations
(3.1.5)—(3.1.7) reduce via (3.1.2)-(3.1.4) to the ODEs

2 /
A+ o)+ din’ + %% o, (3.1.8)
—Am + o1 + (o’ + %m) o, (3.1.9)
ABfL+nf") + 7—%/(—@ +¢1) — 1 fi' =0, (3.1.10)

G
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provided we assume that

CZ—? = AR73/2 (3.1.11)

where A is a constant. The relation (3.1.11) is consistent with the energy
relation (3.1.1) which itself follows from dimensional considerations alone.
In the above, a3 = vpo/po is the square of the (undisturbed) speed of sound.
The two constants A and a2 can be eliminated from (3.1.8)—(3.1.10) by the
simple scaling

f = fiad/A% (3.1.12)
¢ = ¢1/A, (3.1.13)
so that we finally obtain the system
/ _ 1703

¢(n—¢) = ;E - §¢, (3.1.14)

v ¢+ 20/
R 3.1.15
" P ( )
3f+nf/+% (—n—i—qb)—qbf/ =0. (3.1.16)

/" is obtained from (3.1.14)-(3.1.16) as

p o I3+ 0B+ 37) — 26/}
{(n—9)* = f/v}

¢ and ¢ can now be found from (3.1.15) and (3.1.14), respectively. The
strong shock conditions

(3.1.17)

p1_y+1
p_Jr- 3.1.18
po  v—1 ( )
1 R?
p_oy+ iR (3.1.19)
bo 2y aj
(5% 2
= 3.1.20
U ~v+1 ( )
in view of (3.1.2)—(3.1.4) and (3.1.11)—(3.1.13), become
v+1
= — 1.21
v = 5 (3.1.21)
2y
- 3.1.22
f= 55 (3.1.22)
6 = —2_ (3.1.23)
= T 1.

© 2004 by Chapman & Hall/CRC



52 Shock Waves and FExplosions

It is also relevant to express the total energy of the blast in terms of similarity
functions. Thus, the total energy E behind the shock

E = Kkinetic energy + heat energy
_ Bl o9\ o B p 5
= dr —pu” | redr + 4w redr, (3.1.24)
0 \2 o v—1

may be expressed in terms of the similarity functions and the similarity
variable n = r/R(t) as

1 1 1
E = 47TA2{§po/ w¢2n2dn+<zp701/ f772d17>}
0 ag(y—1) Jo
= JpoA?, (3.1.25)

where
! 2 92 Am ! 2
J= 27r/ &Py + 7/ Fridn. (3.1.26)
0 Yy —=1) Jo

Since the two integrals in (3.1.26) are functions of v alone it is clear that
the constant A2, for a given 7, is a function of E/pq.

Taylor (1950) solved the system (3.1.14), (3.1.15), and (3.1.17) for y=1.4
numerically starting from the values (3.1.21)—(3.1.23) at the shock n=1. The
numerical solution shows three main features of the flow behind the shock:
(1) the velocity curve ¢ rapidly becomes a straight line passing through
the origin, (2) the density curve 1) approaches almost zero at n ~ 0.5 and
remains close to it till the center, and (3) the pressure decreases to become
a constant and asymptotes to 0.37 times the maximum pressure just behind
the shock (see Table 3.1 for the results of the numerical integration). Now we
give exact (implicit) solution of this problem due to J.L. Taylor (1955). It is
convenient to follow his notation. It is possible by the use of (3.1.5)—(3.1.6)
to replace (3.1.7) by the equivalent energy equation

E; + T%(TZuI)T =0, (3.1.27)

where - »
E:p{ﬁu +m} (3.1.28)

and » "
I:p{gu —i—m} (3.1.29)

are total energy of air per unit mass and total heat of air per unit mass,
respectively.

J.L. Taylor, by skipping dimensional constants, sought solutions of (3.1.5),
(3.1.6), and (3.1.27) in the form

p = fHr/t*?), (3.1.30)
= 30y (r /13, (3.1.31)
7575 fa(r /135, (3.1.32)

© 2004 by Chapman & Hall/CRC



3.1 Introduction 53

Table 3.1. The results of numerical integration of spherically symmetric

self-similar equations describing the point explosion problem for v = 1.4 (see
(3.1.14)—(3.1.16) and (3.1.21)—(3.1.23)) (Taylor, 1950).

1] | f | ¢ | Y
1.00 1.167 0.833 6.000
0.98 0.949 0.798 4.000
0.96 0.808 0.767 2.808
0.94 0.711 0.737 2.052
0.92 0.643 0.711 1.534
0.90 0.593 0.687 1.177
0.88 0.556 0.665 0.919
0.86 0.528 0.644 0.727
0.84 0.507 0.625 0.578
0.82 0.491 0.607 0.462
0.80 0.478 0.590 0.370
0.78 0.468 0.573 0.297
0.76 0.461 0.557 0.239
0.74 0.455 0.542 0.191
0.72 0.450 0.527 0.152
0.70 0.447 0.513 0.120
0.68 0.444 0.498 0.095
0.66 0.442 0.484 0.074
0.64 0.440 0.470 0.058
0.62 0.439 0.456 0.044
0.60 0.438 0.443 0.034
0.58 0.438 0.428 0.026
0.56 0.437 0.415 0.019
0.54 0.437 0.402 0.014
0.52 0.437 0.389 0.010
0.50 0.436 0.375 0.007

(cf. (3.1.2)(3.1.4)); R = kt*/> defines the shock trajectory, as before, so
that R = U = %kt_S/E’. The similarity form (3.1.30)—(3.1.32) was used to
eliminate t derivatives in favour of r derivatives instead of reducing the given
system of PDEs to one of ODEs.

We observe that, in view of (3.1.30)—(3.1.32), we have

op 2rdp  r__0Op
o~ 5tor R 0or (31.33)
Op B 2rdp 6p r _Op U
o~ stor 5t RYar CmP (3:1.34)
Also, since
E =t f(r/t?/%), (3.1.35)
we have 6E 2
T
B+~ +57E =0, (3.1.36)
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Eliminating E; from (3.1.36) with the help of (3.1.27) and integrating with
respect to 7, we obtain

2
r?ul = gr3E/t, (3.1.37)
or
u_rk (3.1.38)
U RI’ o
Thus,
1 1
E—F{—2 }/{— - }, (3.1.39)
2 2" T h=1)p
where u r
U=—, T=-=—. 3.1.40
R (3.1.40)
From (3.1.39), we have
p L T—T
=C 3.1.41
L cint (3.1.41)

where C}(t) is a function of t. From (3.1.5) and (3.1.7), we have

1o0p y—10p  10p ~y—10p 10u 2
por p Or  up0t up Ot wdr T (3.142)

Eliminating p; and p; from (3.1.42) with the help of (3.1.33) and (3.1.34),
we have

T U 1 v—1 3 1 2u
R 1 [ A = —— 4+ = —— 3.1.43
(GoB)r25) ety
or 11
1 ’Y—l 2 E_Uur:|
S ey 3.1.44
e [%_% ( )

Equation (3.1.44) can be immediately integrated to yield

S =GO -m ), (3.1.45)

where Cy(t) is a function of integration. From (3.1.41) and (3.1.45) we get
p = Cs(t)[ru(r —u)] "= (yu — )/ =), (3.1.46)
p = Cy(t)r 2/ 20=7/C=9) (g — )=V Co) (yqy — ) 7D/ =7 (3.1.47)

where 7 and @ have been replaced by r and w (without loss of generality)
and C5(t) and Cy4(t) are functions of ¢t. Using the integral (3.1.46) and the
expression (3.1.33) for p; in (3.1.6) and integrating with respect to r, we get

3vy—1

2logu = alogr + blog (7“ - u) + hlog(yu —r) +logC, (3.1.48)
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where
—10(y — 1)
SRSV
b = (=132 +7y—12)/3y - 1)(2y+ 1), (3.1.49)
_ S0 -1)
2v+1

The functions C; (i = 1,2,3,4) can be obtained by making use of the shock
conditions (3.1.18)—(3.1.20) at r = R:

v—1

C1 = TUQ,
Cy = 205 {(v—1)/(v+ 1)U, (3.1.50)
Cy = 2@ po(y 4 1)~ 0FD/C=) ( — 1)1/ =)

Cy = 27 py(y + 1)~ 0T/ C (4 = )/ C=IY2,

The exact solution thus derived is too implicit and is not particularly
illuminating. We give in the next section an approximate analytic solution
which is more explicit and instructive.

In an interesting paper, Latter (1955) introduced an artificial viscos-
ity term in the inviscid equations to see what effect it would have on the
blast wave problem. This concept is originally due to Richtmeyer and Von
Neumann (1950) who observed that the addition of a particular viscosity-
like term into fluid-dynamic equations could lead to continuous shock-flow
fields wherein the discontinuities at the shocks were smeared. The latter
were replaced by regions in which physical parameters changed rapidly but
smoothly. It was also ensured that the physical variables through such
(smooth) shock transitions satisfied the Rankine-Hugoniot conditions. Such
an artifice facilitated the numerical solutions of shock flows, where now
shocks did not require an explicit fitting. It may be remarked that the
choice of the form of the artificial viscosity term is not unique.

Latter (1955) introduced an artificial viscosity term of the form

q= %K2pr2uT(|uT| — uy) (3.1.51)
into the equations of motion and energy
up + U, = —%(p—l—q)r, (3.1.52)
Pt +up, = W(pt + upy). (3.1.53)
The equation of continuity in the spherical symmetry remains unaltered:
Pt +up, = —p (ur + 27u> . (3.1.54)
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Equations (3.1.52)—(3.1.54) must be supplemented by the adiabatic equa-
tion p/pY = o(s). The choice of viscosity term ¢ in (3.1.51), as we remarked,
is not unique. The details of the flow in the shock region would depend on
the specific choice of g. The choice (3.1.51) admits a similarity form of the
solution; this was one of the motivations for writing it in this form. In-
deed this similarity solution is the same as Taylor’s solution in the smooth
region where ¢ = 0. It is seen from the form (3.1.51) that the equations
(3.1.52)—(3.1.54) in this region are the same as studied by Taylor (1950).
This is because du/dr > 0 for the particle velocity in the entire flow behind
the strong shock and so ¢ = 0 there. Latter (1955) first rederived Taylor’s
solution in a closed form in the smooth region where ¢ = 0. He also sought
a similarity solution in the undisturbed region beyond the shock. For vis-
cosity to enter the analysis, the discontinuities in the slopes of the physical
quantities must be admitted. This, however, also indicates a possible defi-
ciency of the viscosity formalism which, in numerical applications, assumes
continuity not only of the physical quantities but also of their slopes.

Latter (1955) also found large distance behaviour of the solution. He
showed that there exists a solution in r > 0 which is continuous in 0 < r < 1
and which exhibits a continuous transition region (with slope discontinuities)
from the flow conditions at » = 1 to an undisturbed state at zero pressure
at a large distance.

Latter (1955) computed the viscosity solution in the region r > 1 for
different values of the viscosity coefficient K (see (3.1.51)), starting from
the conditions at the shock. The main conclusion of his study is that the
ratio of density behind the shock to that at infinity in the undisturbed region
changes considerably as the viscosity constant K is increased.

3.2 Approximate Analytic Solution of the Blast
Wave Problem Involving Shocks of Moderate
Strength

Taylor (1950) first solved numerically the system of nonlinear ODEs govern-
ing the self-similar solution of the blast wave, as we have detailed in section
3.1. He observed from the numerical solution that the velocity function ¢,
or more accurately ¢ (see (3.1.4) and (3.1.13)) was almost linear. He in-
troduced a correction to this linear behaviour by adding a nonlinear term.
This enabled him to get a much closer approximation to the numerical so-
lution. He could, with this approximation, integrate the ODEs in a closed
form. This remarkable intuitive idea was generalised to all geometries—
planar, cylindrical and spherical—by Sakurai (1953) who also found a more
accurate local approximation to the solution, showing how well the intuitive
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3.2 Approzimate Analytic Solution the Blast Wave Problem 57

solution of Taylor (1950) compared with the ‘rigorous’ local solution. In
the sequel we follow Sakurai (1953). This approach also helps in finding
a first approximation to the more general blast wave problem wherein the
shock is not assumed to be infinitely strong; it includes a regime where it is
moderately strong.

The equations of flow behind the blast wave may be written as

1
Uy + Ul + ;pr =0, (3.2.1)

ou
pr+upr +p (ur + 7) =0, (3.2.2)
(pp~ ")y +ulpp™), =0, (32.3)

where, as before, u,p, and p are particle velocity, pressure and density at
the position r and time ¢t. The parameter o assumes values 0, 1, 2 for plane,
cylindrical, and spherical geometry, respectively. Using (3.2.2) we change
(3.2.3) to

au
Pt + upr +7p <u + 7) = 0. (3.2.4)

Let the position of the shock be given by R = R(t) so that the shock velocity
is
dR
dt
The Rankine-Hugoniot conditions holding across a shock of finite strength
at r = R(t) are

=U. (3.2.5)

U(l - U_%) (3.2.6)
2

2
_|_
U v—1
- ) - , 3.2.7
p { 3 ’y+1} (3.2.7)
v+

-1
2 co\ 2
po= po 1{7 1(%’) +1} , (3.2.8)

where pg and pg are respectively the uniform pressure and density in the
undisturbed medium ahead of the shock and ¢3 = ypg/po is the square of
sound speed.

As for the strong shock case, the energy released by the explosive, F,,
is assumed to be constant. Here we define

R 1
Ea — / {—’U,2 R (E _ @) } pradn o = 0, 17 2. (329)
o L2 y=1\p po

This is the explosion energy per unit area of the surface of the shock front
when R equals unity. If we make use of the Lagrangian form of the equation
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of conservation of mass, we have

R a+1
/ Popagy - B (3.2.10)
0 PO a+1

Equation (3.2.9) may now be written as

R /1 1 Do Rot+1
E, = —pu? + ——p ) rodr — . 3.2.11
@ /0 <2p“ +7—1p>r Ty T 1a+tt (3:2.11)

Thus, we must solve (3.2.1)—(3.2.3), and (3.2.11), subject to the bound-
ary conditions (3.2.6)—(3.2.8). Moreover, the particle velocity at the center
of explosion must be zero. To generalise the self-similar solution of Taylor
(1950) reported in section 3.1, we must retain the ¢-dependence in the so-
lution and write a perturbation scheme in which the Taylor solution comes
out as the zeroth order term. The boundary conditions must also assume
the strong shock limit at zeroth order.

Thus, we introduce

2
T )\ _
= (U) Y, (3.2.12)

as the new independent variables. The unknown functions are now written
in the more general form

u = Uf(x,y), (3.2.13)
2

where the functions f, g, and h are nondimensional. It is clear that

0 (9
8 0 U 8 8

Substitution of (3.2.13)—(3.2.15) into (3.2.1), (3.2.2) and (3.2.4) leads to the
following PDEs for f, g, and h:

h{_%kf_‘_(f_l')fm‘i’)\yfy} = —%Q:p, (3218)
(f = @)he + Ayhy = _h(fx + —f> (3.2.19)
=g+ (f —2)gz + Aygy = —vg (fm + %) (3.2.20)
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where A = (R/y) (dy/dR) is a function of y alone. Equation (3.2.11) now
becomes

where )
Ry = (Eq/po) D). (3.2.22)

The shock conditions (3.2.6)—(3.2.8) assume the form

2
Ly = —(1—y), 3.2.23
f(1,y) nyr1( Y) ( )
2y v+1
lLy) = —L 1Ty 3.2.24
9(1,y) 1 o1 ( )

ML) = {6+ D/6-1) [+ - 1) (3225)

Writing
(Ih 9 ) eda = 3.2.26
/O<§f+7_1)x T = (3.2.26)
in (3.2.21) and differentiating it, we get a relation for A:
DJ — -1
a= B (d_y> _ et DJImy/h=1) (3.2.27)
y \dR J — y%

In the more general setting here, the Taylor’s solution should form zeroth
order approximation in the limit ¥y — 0 when the shock velocity is large
compared to the sound speed in the undisturbed medium ahead. To that
end we write the series form of the solution as

F=FO%) +yfO@) + 2P (@) + -, (3.2.28)
9=99) +ygV (@) + y2gP(x) + -, (3.2.29)
h=hO(z) + yhW (z) + ?n P (z) + - - -. (3.2.30)

The energy integral J in (3.2.26) is also expanded in the form
J=Jo(L+ a1y +o? + ). (3.2.31)

Substituting the expressions (3.2.28)—(3.2.31) into (3.2.26) and equating co-
efficients of different powers of y on both sides, we have

1 1
o= [3n0r0t e Lo (3.2.32)
0 y—1

! 2
ondo = /0 <7f(0)h(0)f(1)+%f(0) QO
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+ﬁg(1)>xadaz, (3.2.33)
00 @ L Y020, L @)
oody = /<7f( RO 2 4 L0724 = g )xad$
0 2 v—1
1
+% (RO D2 4 op M) p1) Oy gy (3.2.34)
0

Use of (3.2.31) in (3.2.21) leads to

Y (%)W = o1+ o - Tt 11)(7 Y butowt s ] 23

or more explicitly, in view of the definition y = (co/U)?,

() (7)ol o s} (5)

g (%0)4 . ] (3.2.36)

Equation (3.2.36) gives a relation between the shock velocity and R if
Jo, 0; etc. are known. A defined by (3.2.27) becomes

)\:(a+1)[1+{01— }y+202y2+---], (3.2.37)

Jo(a+1)(y = 1)

if the expression (3.2.31) for J is introduced.
Equation (3.2.37) may be rewritten more conveniently as

A= @ D[t

where

o — = Ay, (3.2.38)

202 = )\2,

To get the ODEs governing the functions f®, ¢@ A we substitute
(3.2.28)—(3.2.30) into (3.2.18)—(3.2.20) and compare coefficients of various
powers of y on both sides. We obtain

(FO — )rO £ 4 g0 /3 = (@ + 1) O RO /2, (3.2.39)

RO O 4 (£O _ p)p0) = O RO /g (3.2.40)
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YOI + (fO =)l = gV (a+1 - ayfO)w), (3.2.41)
KOO =) fD +g0 /= = {@t1)/2+ 10} n® O

+{(a +1fO/2+ (@ - f<°>>f£°’}h<”
+a+ DA fORO) 2,

(3.2.42)
KO + (7O~ = (0 + 0 fa) (O
—(fO + afO/z + o+ 1)RW,
(3.2.43)
gt + (FO =)V = (g0 + aryg /af)f
(O +af® /z)g™
+(a+ 1)A g, (3.2.44)

The shock conditions (3.2.23)—(3.2.25) via (3.2.28)—(3.2.30) become

2 2 +1
(0) N ()4 D I A N (0) 1 A A 4
£ o U (1) oo L (1) Pyl (3.2.45)
2 -1 (y+1)
Oy = -2 W)y=_T7% W)= _9
) =~ g0 = -1 W) = 2
(3.2.46)

The zeroth order solutions for different geometries (v = 0,1,2) are ob-
tained by solving (3.2.39)—(3.2.41) subject to the BCs (3.2.45) at the shock.
This solution is substituted into (3.2.32) to find the integral Jy and hence
the solution of the strong blast wave problem; the solution of Taylor dis-
cussed in section 3.1 for spherical symmetry is a special case with o = 2.
This solution may be written as

u = UfO%), p=po(U/co)®g(2),
= poh©(x), (co/U)* (Ro/R)*" = Jp. (3.2.47)

The shock locus is found from the last of (3.2.47) where use is made of
(3.2.32). The first order system (3.2.42)—(3.2.44) which is linear and in-
homogeneous involves an unknown parameter A;, which is obtained from
(3.2.38) in terms of oy; the latter is given by (3.2.33). Since (3.2.33) itself
involves M, ¢ and h(Y, the problem must be solved iteratively by as-
suming some value of A\; and hence integrating the system (3.2.42)—(3.2.44)
subject to the shock conditions (3.2.46) relevant to this order. The higher
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62 Shock Waves and FExplosions

order terms f®, ¢@ p@ =23 ... are governed by systems similar to
those for ¢ = 1, and hence may be found in the same manner.

Now we discuss the zeroth order solution in some detail. As we remarked
earlier, this analysis was first initiated by G.I. Taylor (1950) for the case
of spherical symmetry. It is profitable to rewrite the zeroth order system
(3.2.39)—(3.2.41) as

(fO —2)hO O 1 g0 /y = (@ + 1) fORO /2, (3.2.48)
WO /h® = (9O 4 af® jz)/(z — fO), (3.2.49)
¢9/¢0 = (vf9 + ay f Oz —a - 1)/(z — fO). (3.2.50)

Eliminating gg(g ) from (3.2.48) with the help of (3.2.50), we have

(a+1)/v—af9/z+ (a+ 1) (@ — )0 /240
1—hO)(z — f0)2/g(0)

Sakurai (1956) found it more convenient to use an intermediate integral to
solve the problem numerically. Writing (v — 1)x (3.2.49)—(3.2.50), we have

(v = DA /RO — g /6O — (1 — fO)j(z — fO) yafz.  (3.2.52)

An integration gives

FO = (3.2.51)

Oz — fORO ™0z = {29)(y + D} (v~ V/(y + 1)), (3:2.53)

where we have used the shock conditions for £, g n©) from (3.2.45).
Making use of (3.2.53), the system (3.2.39)—(3.2.41) can be reduced to

(0)
710 (“jl S et e )/{1— (e~ fO)D},
(3.2.54)
% _ {a+2 A fO @f@} /(x— Oy, (3.2.55)
where
D =hO(z — )/ (3.2.56)

The boundary conditions at the shock for f(© and D, derived from
(3.2.45), are

Oy =2/(y+1), DA)=(y+1)/27. (3.2.57)

The numerical solutions to this order for the plane and cylindrical geome-
tries are shown in Tables 3.2 and 3.3. Now we revert to the matter of the
approximate solution of the zeroth order system.
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Table 3.2. Numerical and approximate solutions for the planar blast wave problem
(= 0) for v = 1.4 (Sakurai, 1953).

numerical approximate
i g©® h(0) i g©® h(0)
0.8333 1.167  6.000 0.8333 1.167  6.000
0.8086 1.070  5.183 0.8087 1.071  5.186
0.7844 0.987  4.508 0.7848 0.991  4.518
0.7607 0.917  3.945 0.7616 0.923  3.961
0.7376 0.856  3.472 0.7390 0.865  3.494

0.7151 0.804  3.071 0.7170 0.815  3.096
0.6931 0.756  2.729 — — —
0.6717 0.720  2.435 — — —
0.6509 0.686  2.181 — — —
0.6307 0.656  1.960 — — —
0.6110 0.631 1.766 0.6151 0.647  1.785
0.5917 0.608  1.595 — — —
0.5730 0.588  1.443 — — —
0.5547 0.571 1.308 — — —
0.5369 0.565  1.187 —
0.5194 0.542 1.079 0.5239 0.556  I1.080
0.5023 0.530  0.980 — — —
0.4855 0.520  0.891 — — —
0.4691 0.511  0.811 — — —
0.4529 0.503  0.736 —
0.4370 0.496  0.669 0.4405 0.504  0.658
0.4213 0.490  0.607 — — —
0.4058 0.484  0.549 — — —
0.3904 0.480  0.497 — — —
0.3753 0.476  0.448 —
0.3602 0.472 0.403 0.3624 0.473 0.389
0.3453 0.469  0.362 — — —
0.3305 0.467  0.323 — — —
0.3158 0.465  0.288 — — —
0.3012 0.463  0.255 — — —
0.2866 0.461  0.225 0.2877 0.456 0.214

et et e bt L et n nl v EvE v v v
ORI AR R R GIUIOTUTOTY S O O O~ ~I ~I ~I ~1 00 00 00 0o 0o to| © W W o of| &
SOOI AEDOIR R D0 TN k= 00 IR S0 IR S0

0.215 0.456  0.107 0.2148 0.447  0.102
0.143 0.455  0.039 0.1430 0.443  0.037
0.072 0.455  0.006 0.0714 0.442  0.006
0.000 0.455  0.000 0.0000 0.442  0.000

Taylor (1950) observed that, for the spherical symmetry, the particle
velocity near x = 0 was linear, with slope 1/. So he attempted to improve
upon it by assuming that

He determined the constants A and n by computing f(® and fé”’ at z =1
from the shock conditions (3.2.45) and the exact slope (3.2.51), respectively.
Thus, we may write for « = 0,1, 2,

2 (B—a)y +3(a+1)

(1) = = 0)(1) =
O =g B0 = (3.2.59)
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Table 3.3. Numerical and approximate solutions for the cylindrical blast wave
problem («a = 1) for v = 1.4 (Sakurai, 1953).

numerical approximate
T f(O) g(O) h(Q) f(O) g(O) h(©)
1.00 0.8333 1.167 6.000 0.8333 1.167 6.000
0.98 0.8035 1.009 4.578 0.8037 1.011 4.584
0.96 0.7750 0.890 3.575 0.7758 0.895 3.590
0.94 0.7479 0.799 2.845 0.7494 0.807 2.862
0.92 0.7223 0.728 2.300 0.7245 0.739 2.317
0.90 0.6980 0.673 1.884 0.7008 0.685 1.898
0.88 0.6749 0.629 1.560 0.6783 0.641 1.570
0.86 0.6531 0.593 1.303 0.6568 0.605 1.309
0.84 0.6322 0.564 1.095 0.6362 0.576 1.098
0.82 0.6124 0.541 0.926 0.6164 0.551 0.925
0.80 0.5934 0.522 0.786 0.5973 0.531 0.783

0.78 0.5751 0.506  0.670 — — —
0.76 0.5574 0.493  0.572 — — —

0.74 0.5404 0.482  0.488 — — —
0.72 0.5238 0.474 0417 — — —
0.70 0.5076 0.466  0.356 0.5104 0.468  0.347
0.68 0.4917 0.460  0.304 — — —
0.66 0.4762 0.455  0.258 — — —

0.64 0.4608 0.451  0.219 — — —
0.62 0.4457 0.448  0.186 — — —

0.60 0.4308 0.445  0.157 0.4322 0.441  0.153
0.50 0.360 0.438  0.061 0.3582 0.429  0.058
0.40 0.288 0.435 0.019 0.2859 0.425  0.019
0.30 — — — 0.2143 0.424  0.005
0.20 — — — 0.1429 0.424  0.001
0.10 — — — 0.0714 0.424  0.000
0.00 — — — 0.0000 0.424  0.000

and, therefore,
A_lfy—l . 2—a)y?+ Ba+1)y—1
oyl 72 -1 '
By making use of the expressions for fy and (fg), from (3.2.58) in (3.2.49)

and (3.2.50), integrating the latter, and using the shock conditions (3.2.45),
one obtains

(3.2.60)

_ 2’y2+(3a+1)77(a+1)

2 1 — g1 (I—a)7+3a+1
g0 — 2 (atioe . (3.2.61)
7+1 gl
,Y _|_ 1 atl ,y + 1 _ x’l’b—l _%
O = A . (3.2.62)
V- Y
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3.2 Approzimate Analytic Solution the Blast Wave Problem 65

Table 3.4. The values of Jy (see (3.2.32)) for a = 0, 1,2 for different values of v
(see Sakurai (1953) and Taylor (1950)).

TN o | 0 | 1 | 2
1.2 3.024 1.547 1.031
1.3 2.147 1.102 0.755
1.4 1.696 0.877 0.596

(1.701) | (0.880)
1.667 | 1.137 | 0.585 | 0.404

This approximate solution for & = 0,1 and v = 1.4 is given in Tables 3.2
and 3.3 along with the exact numerical solutions (see Table 3.1 for o = 2).
The accuracy of this approximate solution is remarkably good, the error
never exceeding five percent. Table 3.4 gives values of the integral Jy, ob-
tained numerically and by the use of approximate solution (in brackets).
Again the agreement is rather close.

Continuing the local analysis of Taylor (1950), Sakurai (1953) developed
a similar approach for the first order solution in the neighbourhood of x = 0
(see chapter 7 of Sachdev (2000) for a general discussion of local analysis
for nonlinear PDEs and ODEs). It may be easily checked that f ©) ~ x/y
is the correct zeroth order behaviour of this function as x — 0. It follows
from (3.2.55) that D, /D ~ [(y+«)/(y—1)z] as x — 0, leading immediately
to D ~ Doz(vt/0=1)  where Dy is the constant of integration. We also
observe that, in this limit,

a—1 2 a+1

R R ety
Y

N

¥ 2’

©) 1 11

£ 70 5t T (3.2.63)

vatl (a+1)7/(-1)

exp <‘/1 md%) — G(}T y

where GGy is a constant. Now we introduce the transformation

FO =@~ D, g =gp 00 =nO, (3.2.64)

into (3.2.42)—(3.2.44), (3.2.46) and (3.2.33), and use (3.2.39)—(3.2.41) for the
derivatives of £, ¢ and h(® ete. to arrive at the system

1 a—1
@ et —pve = - (20 + %579
1 (0)
+ <f§0) po xff(0)> (x = %)
1 (0)
a; ;éﬁﬁh’ (3.2.65)
@ = fN(—be+xa) = (@+1)(¢+x), (3.2.66)
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(@ = FN) (=70 + 9e) = (@ + D) {(y = Do+ ¢ — A1}, (3.2.67)
(0)
[5OGO+ Tt L0
= )\1J0 + m, (3268)
p(1) = =2/(v=1), ¥1)=—-(v—-1)/27,
x(1) = =2/(y—-1). (3.2.69)

It is again possible to obtain an intermediate integral for this first order
system. If we multiply (3.2.67) by 2, subtract from it (2y— 1) times (3.2.66)
and integrate the resulting equation with the conditions (3.2.69), we obtain

¢ — 29+ (2y—1)x+2\

37—17+1> (/z a+1 )
= (2)n - T S N 3.2.70
(2x I )en ([ ). B270)

Sakurai (1954) showed in the appendix to his paper that an integral sim-
ilar to (3.2.70) exists for each of the higher order systems. It is convenient to
use (3.2.70) instead of (3.2.66). Now, if we use the approximation (3.2.63) for
fO(z) and its derivative etc., we may change the system (3.2.65), (3.2.67)
and (3.2.70) to

A [t e

Y Do
2 a-1 a+1l 1
- (? >¢+(v 2 'v—l)(x_w)
a+1 /\1
R (3.2.71)
{(v = D)/} o(—v¢z +%s) = (@ + D{(y — )¢+ — A1}, (3.2.72)
!
_ — —  —92)\ Ay — —
¢ —2¢+ (2y — 1)x 21+{21 (3y 1)7(7_1)}
x Go @t/ (0=1), (3.2.73)
Writing
_ v, _ta)
§=a2", v= po— +1, (3.2.74)
n (3.2.71)-(3.2.73), we arrive at the simpler system
v—1 1 _ (2, a-1 1 a+l 1
gl <£¢§+ %) a (7+ 2 >¢+<’y+ 2 7—1)
a+1 )\1
X(X - %ZJ) + 9 ﬁa
(3.2.75)
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<VT_1) v(=v€¢e +&Pe) = (a+ Dy —1Do+¢ =i}, (3.2.76)

p—20+2y-1x = 2M+{2M -G - +1/v(v-1}
x Goget )/ @rta—1),

(3.2.77)

We now attempt to solve the system of linear inhomogeneous equations
(3.2.75)—(3.2.77). It may be checked by local analysis that, to the lowest
order, this system has a constant solution. Proceeding in the manner de-
scribed in Sachdev (2000), one may determine a particular integral in the
form

b = o+ T/ @Dy 4 Coe+ -0, (3.2.78)
Yy = o+ glot/@rta=1) (o ¢ 4., (3.2.79)
Xs = X0+ f(a—'—lh/(zwﬂ_l) (Coo + Cn&+ ), (3.2.80)
where
P = —Xo
-1 a+1 -1
= —{2+w27)7—(7—2)<1+ 5 —711>} A1,
Yo = A —(v—1)o,
_ Gy 3y -1+ 1)
Co = 0 Coo =50 (2)\1 —14). (3.2.81)
(v = 1)Dy ( a+1l ~ )
= 1 .
Cn atd a1 t— po— Cao

To get the complementary part of the solution, we eliminate x from
(3.2.75)—(3.2.77). We obtain

1 1 -1
(- Dede+ v = {2+ 25

1 a+l v >}
1
+27—1< + 2 ~—-1 ¢

13-2 +1
+= 7<1+O‘ L)g@,
v2y—1 2 -1
(3.2.82)

—E¢¢ + Ebe = {y(a+ 1) /v} o+ {v(a+1)/v(y = 1)} (3.2.83)

By the balancing argument etc. (Sachdev (2000)), the solution of (3.2.82)—
(3.2.83) may be written out in the form

¢ = AV pane+--) + Blago + agé + ), (3.2.84)
o= A 4 b+ )+ Bl bl +--0),  (3.2.85)
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where A and B are arbitrary constants; a;; and b;; are given by

1 (27—1 )b 1
al] = ——5 n—-~1)01w, a0=—"07,
> \y-1 7-1
n—vy+1 b
a1 = —5——~, . b2,
(v =1 +7)
L+ (v—=1)n
by = MO =Dy
(n—7)
b 20 mbio — {2l — (v = 1)y —n)}]
= mbio — — (v - —n)tla
11 27_717 10 v i Y 11,
l
b = —— | D 3.2.86
21 <m+7_1> 05 ( )
1 -1 1 1
QR PETEE S ENE I )
2 2v -1 2 -1
13—27( a+1l ~ )
m = - )
v2y—1 2 y-1
1
. - latlly
14

The general solution of the linear system (3.2.75)—(3.2.77) in terms of x
is obtained by using (3.2.78)—(3.2.80) and (3.2.84)—(3.2.85) appropriately:

¢ = ¢o+ T oz + -0

+ Az~ DA gy’ + )

—|—B(CL20 + (1211'V + .- -)’ (3287)
Y = tho+ 2@t D (et 4.

+Az" Ot (byg + by’ + )
X = | =20 +{20 =By -D(y+1/v(y - 1)}

X G/ _ gy 274 / 2y —1). (3.2.89)

Since v and (a+1)vy/(y—1) are somewhat large and positive, it follows that
¥ — g+ B as  — 0 while ¢ and x, for finite A, both tend to infinity as
x — 0.

The system (3.2.65)—(3.2.67) must now be solved numerically subject
to (3.2.69). The unknown constant A\; must be found such that (3.2.68) is
satisfied.

Sakurai (1954) separated the solution in the form

¢=0¢1+ b2, V=11 + N2, X=X, +AiXos (3.2.90)

and substituted it into the system (3.2.65)(3.2.67) to get the ODEs for ¢;,
¥;, and x; (i = 1,2). He also separated the boundary conditions (3.2.69) at
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the shock in the form

p1(1) ==2/(v=1), (1) =—(v—-1)/27,
x1(1) = =2/(y = 1), (3.2.91)

$a(1) = a(1) = x2(1) = 0. (3.2.92)

The same separation may be carried through for the ‘energy equation’
(3.2.68) wherein (3.2.90) is substituted and coefficients with and without
A1 equated. We obtain

I+ Ml = M\Jy + m (3.2.93)
or 1
M=« ———7——— Jo—1 3.2.94
where
1 (0)
no= [ {06 1m0 +
0 v—1
+ FO20) }xo‘dx, (3.2.95)
1 (0)
Bo= [ {06 fOn0 + Ly,
0 v—1
+% FOZRO, }x“dw. (3.2.96)

Now the separated systems of ODEs obtained from (3.2.65)—(3.2.67) for ¢,,
i, xi (i =1,2) are solved subject to initial conditions (3.2.91) and (3.2.92)
at x = 1. The integration is carried to x = 0. The parameter A; is then
determined from (3.2.94)—(3.2.96). Putting together all this, ¢, ¥, and x
are found from (3.2.90).

The above process is rendered simpler by eliminating x from (3.2.65)
and (3.2.70) and rewriting (3.2.67). We then have the equations governing

1 and ¢:

Ve = Pio+ P+ Py + Py, (3.2.97)
¢m = %/7+P5{(7—1)¢+¢—>\1}, (3'2'98)
where
D a—1
_ (0)

noo 1—(w—f(0>)D{2’Yf” T
Y (e ettt fO ~
+27_1<fx T x_f(0)>+(a+1)(’y 1)},
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ho D {3—27
2 T I @_sop"y -1
(0)
©, otl f o
x(fm F ) e (3.2.99)
p D 3y —1vy+1

1—(z—fO)D2y—1y-1

(0)
(0) o+ 1 f

T a+1 d
Xexp A mfl’ s

D -2 1 (0)
P4 - (0) |: i (fx((]) + ot f (0))
1—(z—fO)D|2y -1 2 z—f

(e[ 25

a+1 ~fO
2 z— fO
1 a+1

Cyz— fO)

+a+1],

P =

These functions depend on the zeroth order solution via f(©), féo) and D.
Separating (3.2.97)—(3.2.98) according to (3.2.90) one obtains

Yz = P11+ Py + P, (3.2.100)
1z = % + Ps{(y — 1)1 + 91}, (3.2.101)
VYoo = Piga+ Potpa + Py, (3.2.102)
br = ‘”72 + P5{(y = Do+ — 1}, (3.2.103)

The system (3.2.100)—(3.2.103) was solved numerically by Sakurai (1954)
for v = 1.4 and a = 0,1,2, using the conditions (3.2.91)—(3.2.92). Some
difficulties due to large gradients in ¢1, ¢2 near z = 0 were encountered. The
local solution (3.2.87)-(3.2.88) near x = 0 was matched with the numerical
solution by evaluating the constants A and B appropriately.

Using ¢1, ¢2, Y1, and 1o from the numerical solution, the integrals
(3.2.95) and (3.2.96) were evaluated (x may be obtained from (3.2.73)) and
hence the value of A\; computed from (3.2.94). This value of A; was used to
obtain ¢, 1, x from (3.2.90). The particle velocity

u=fO+ (- fOy (3.2.104)
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olc

%ﬁrst order solution

&=2)zeroth order
a=1¢solution
=l

Figure 3.1 Shock velocity—distance curves for zeroth and first order solutions for
a=0,1,2; see (3.2.105) (Sakurai, 1954).

tends to zero as & — 0. We recall that f(© — x/7v in this limit. It is
also observed that ¢, ¥, and y have nearly constant values away from x =
1. Using the values of A1 and Jy obtained above, one may find the shock
velocity—distance relation as

2 a+1 2
Co Ro Cp
— — =Jos 1+ M| = . 3.2.105
(U)(R) 0{ " 1(U>} (3:2:105)
The relation (3.2.105) is depicted in Figure 3.1 both for zeroth and first
order solutions for a = 0,1,2. This relation, together with the Rankine-
Hugoniot condition at the shock

2y (U v—1

2
=2 (=) - 3.2.106
P1/Po fy+1(00) o ( )

yields the relation between the pressure p; behind the shock and the shock
radius R:

Ro\ ot L. 29\ —1
(—0) _ 2t JO{ e e +72}. (3.2.107)
R 2’)/ ’7+1 ’7+1 Po

The relation (3.2.107) for v = 1.4 corresponding to different geometries
simplifies to
(p1/po —2.07)(R/Ry)®> = 1.96 for o =2,
(p1/po — 2.16)(R/Ry)> = 1.33 for a=1, (3.2.108)
(p1/po —2.33)(R/Ry) = 0.69 for a=0.

The comparison of (3.2.108) with some early experimental results showed
a mixed agreement.
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Sakurai (1954) also depicted the first order solution for Mach numbers
U/e, = 2,3,5,00 for vy = 1.4 and o = 0,1,2. He attempted to find an ap-
proximate analytic solution of the first order system, using WKB approach.
The values of Ay obtained via this approach compared quite favourably with
those found numerically. While the expansion of Sakurai (1953) was a good
attempt at extending the Taylor solution, it did not prove very successful
since it predicted that, in the first approximation, R — oo for a value of
the inverse shock strength y = —)\1—1, which is less than one. Sakurai (1959)
attempted to extend his analysis in the manner of Taylor (1950) to cover the
entire range 0 < y < 1. The basic assumption here is that the velocity field
behind the shock is given by f = %(1 — y)x, which is linear in = and sat-
isfies the shock condition exactly at z = 1. In addition, the term Aydh/dy
in (3.2.19) was assumed to be small everywhere. It is clearly small at y ~ 0;
near y ~ 1, A is small so that this term is again small. Sakurai (1959)
argued that it may be assumed to be small in the entire interval 0 < y < 1.
With these two assumptions, Sakurai could solve the system of equations
(3.2.18)—(3.2.20) exactly and obtain a relation between the integral J and
the shock radius R. This approximate approach, however, led to an asymp-
totic behaviour for R — oo which is at variance with the well-known analytic
results obtained in this limit by Whitham (1950) and Landau (1945) (see
section 3.9). Thus, although this approximate ‘solution’ has a simple form,
it is rather unsatisfactory from the analytic point of view; it is also not in
good agreement with the numerical solution.

In view of the above, Bach and Lee (1970) proceeded in a different man-
ner to obtain an approximate analytic solution which is valid during the
entire evolution of the blast—from the strong shock to the acoustic wave.
The main assumption in the analysis of Bach and Lee (1970) is that the
density behind the shock wave in the blast has a power law behaviour, the
exponent being a function of time; this exponent is determined from the
mass integral. This is in contrast to Sakurai’s assumptions in his approx-
imate analysis, namely, that the particle velocity profile behind the shock
is linear and that the derivative of the density with respect to shock Mach
number in the continuity equation is small and may be neglected. The lat-
ter assumption introduces serious error in the weak shock regime where the
shock wave gradually decays to become a sound wave. The analysis of Bach
and Lee (1970), in other respects, is quite similar to that of Sakurai (1959).

If we introduce the transformations

u(r,t) = R(&n), (3.2.109)

p(r,t) = poR*f(&,m), (3.2.110)

p(r,t) = po(&,m), (3.2.111)
with ) ,
. - % _

£= R "R (3.2.112)
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R = R(t) being the radius of the shock, into (3.2.1)—(3.2.3), we get

(¢ = Ve + e + ad(y/§) = 20my, (3.2.113)
(¢ —&)oe + 09+ %fg = 20n¢y, (3.2.114)
(¢—¢) (f - %%) +20f = 20n(f, — L—fwn) (3.2.115)
where )
0(n) = %, (3.2.116)

and a = 0, 1, 2 for planar, cylindrical, and spherical symmetry, respectively.
It is assumed that the mass and total energy enclosed by the blast wave
remain constant so that one may obtain two further relations among the
functions f, ¥, ¢ and the vairable

y = (R/Ry)*H, (3.2.117)

where Ry = (Ep/ pocgka)l/ (@+1) ig the characteristic explosion length and
ko = 1,27, 4m for a = 0,1, 2, respectively.
The Lagrangian equation of continuity gives

R

where we have used (3.2.111) and (3.2.112) (cf. (3.2.10)). The equation for
the conservation of energy (3.2.9) in view of (3.2.109)—(3.2.112) becomes

I |
b=y (5 (v =D+ 1)) ’ (3.2.119)

where

= / (— + wiﬁ) o dg (3.2.120)

and y is defined by (3.2.117).
The Rankine-Hugoniot conditions at the shock £ = 1(r = R(t)) are

o(Lm) = [2/(y+ D)1 - 1), (3.2.121)
JAm) = 2/ 4D~ [(r - Dy + Dy, (32122)
B(Ln) = (r+ 1))y -1+ 2). (3.2.123)

The geometrical requirement that the particle velocity at the center
(axis) of symmetry must vanish gives ¢(0,7) = 0. We must therefore solve
(3.2.113)-(3.2.115), subject to (3.2.121)—(3.2.123) and the symmetry condi-
tion ¢(0,n7) = 0. The integral conditions on mass and energy of the blast
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further define the dynamics of the blast and its flow structure. The third
equation (3.2.115) is therefore not explicitly used.

The basic approximation in the work of Bach and Lee (1970) is that the
(nondimensional) density behind the blast is given by the power law

W(&,m) = P(1,n)E?M, (3.2.124)

where the boundary condition on ¥(§,n) at £ = 1 (see (3.2.123)) is automati-
cally satisfied. (Observe the complicated nature of (3.2.124).) The exponent
q in (3.2.124) is a function of 1 and hence time ¢ (see (3.2.112)). Substitut-
ing (3.2.124) into the mass integral (3.2.118) leads to the evaluation of this
exponent:

a(n) = (a+ (G (L,7) — 1). (3.2.125)

With ¢(&,n) explicitly known via (3.2.124) and (3.2.125), we can write
(3.2.113) as a first order PDE for ¢ alone:

) 201 dip(1,n)

be + (g + O‘)E =q+ L) 1+ (a+1)y(1, n)lnﬁ]T. (3.2.126)
Equation (3.2.126) can be integrated to yield
¢ = ¢(1,m)¢(1 — Oln), (3.2.127)
where ” p
O=— 1 _Zu,n). (3.2.128)

o(L,mv(1,n) dn

The solution (3.2.127)—(3.2.128) involves 6, a function of R(t), which
itself must be found as part of the solution (see (3.2.116)).

It may be observed that, in the strong shock limit (M — oo,n — 0), ©
tends to zero; therefore, the solution ¢ for the velocity becomes linear, the
form assumed by Sakurai (1965).

Substituting the expressions for ¢ and ¢ thus obtained into the equation
of motion (3.2.114) and integrating with respect to £, we get

£o= = [l (oo - Sls0mele)

+(¢ — ¢(1,n)(1 — © — Ong) + ¢
x (1, )€1 dg + C(n),
(3.2.129)

where C(n) is the function of integration. Using the boundary condition
(3.2.122) at the shock and simplifying, (3.2.129) may be written as

F&n) = fQm)+ f2(672 = 1)
+/3{E72 (g + 2)ng — 1] + 1}
+1{2 = €77%[(g + 2)%In*¢
—2(q + 2)Iné + 2} (3.2.130)
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Here,
o= 2P oo - )
—0{(1,m) - 277%05(1,77)}], (3.2.131)
(1) d
i o= m(e{%(l,n)—m% ©5(1.m)}
—06(1,n) — ©262(1,n) + 2062(1, n)), (3.2.132)
fr = ©%¢*(L,mv(1,n)/(q +2)° (3.2.133)

In the strong shock limit n — 0, the pressure profile (3.2.130) coincides
with that obtained earlier by Sakurai (1965):

¥(1,0)¢(1,0)
(g +2)

The pressure function (3.2.130) still requires the knowledge of §(n) and
0'(n) for its explicit evaluation. To find 6 = 6(n), we substitute (nondimen-
sional) velocity, density, and pressure (3.2.127), (3.2.124), and (3.2.130) into
the energy relation (3.2.119) and solve for df/dn:

f(&) =r(1,0) + (€72 =11 - 6(1,0) = 0(0)].  (3.2.134)

B 1 (D)
= 2?7{9+1 2¢(1,n) v +1
2
_(7—1)(044-1)[(25(1777)_%]}

(D1 +4n) [(Dl +4n)e(L,n)  o(L,n)(y+1)
8n%(y +1) 0 (1, 1)
+20+1)+ (- D+ )T 20,)

20
202+ (v — D)(a+1)]
D1 +4n

: (3.2.135)

where
Dy =~v(a+3)+ (a—1). (3.2.136)

Equation (3.2.135) involves y, which is related to the radius of the shock.
We must find another equation involving y to determine both 6 and y. This
is easily done by differentiating (3.2.117) with respect to n (see (3.2.112)).
We thus have

d
% = —(a+1)y/20m, (3.2.137)
where we have made use of the identity
d d d
— =0M— = —20n— 2.1
R AM Ty (3:2.138)
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(see (3.2.116) and (3.2.117)). Equations (3.2.135) and (3.2.137) now can be
solved simultaneously for 8 and y. The shock radius itself can be found from
the definition dR/dt = R which can be expressed in terms of y and 6 with
the help of (3.2.112), (3.2.116) and (3.2.117), and hence integrated. We thus
have

1/(a+1)
cot _ / y!/ e Dy (3.2.139)

Ro 9771/2
Knowing 6 and y as function of n from the integration of the coupled system
(3.2.135) and (3.2.137), we may evaluate the integral in (3.2.139) to find ¢
as a function of 1, and hence the shock locus, in the (y,t) or (R,t) plane
(see (3.2.117)).
Since the shock is at » = 0 where n = 0 and since, according to the
Taylor-Sedov shock law, R oc t¥/°, 8(0) = 6y, a constant (see (3.2.116)), we
must solve the system (3.2.135) and (3.2.137) subject to the conditions

6(0) =6y, y(0) =0. (3.2.140)

However, it is easily checked that both these equations assume indeterminate
form (0/0) at this initial point; we must therefore carry out a local analysis
in the neighbourhood of the point n = 0. Writing
0 = O+ 0in+0am*+---, (3.2.141)
y = yin+yen’ +uysn’ -, (3.2.142)

and substituting into (3.2.135) and (3.2.137) etc., we get the following ex-
pressions for the coefficients:

0 = —(a+1)/2,

1 = —E1/(C1+ Aiby),

01 = 03[Ax+ Bi16o + C2/00 + E2/(y100)]/C1,

yo = —y161/00,

Oy = 02[A3+4 (By —1)01 4 Baoby + (C16% /62 — Caby /00 + C3) /b0
+E3/(y100)]/[C1 + E1/(211)],

ys = wl67/65 — 02/(200)),

03 = 02[(By —2)02 + By + B3y + {C1[20102/02 — 63 /67]

+Ca(07/65 — 02/60) — C361/00 + Cu} /0o
+{E1610/(365) — E202/(200)}/(1160)]/{C1 + 2E1/(3y1)},
yi = yi{70162/(265) — 367 /67 — 63/60} /3,
(3.2.143)

where

A = Di/lA(yv+ 1)),
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By = -1/2,

Ci = Di[Dy+oa(y+ 1))/ + 1),

Dy = y(a+3)+a-1,

Ey = —(y—=1(a+1)D/B(y+1)],

Ay = 12412+ (y—D(a+1)]/(v+1)+ (3D +4)/4(y + 1)],
By = 22+ (y—-1(a+1)]/Ds,

Cy = {=Di+Di[6 — (v —1)(2a + 1)] +4a(y — D}/[4(y + 1)?],
Ey = —(y=D(a+1)Di/(y+1),

Az = [1-(y=Dla+1)]/(v+1),

By = =82+ (y—1)(a+1)]/D7,

Cs = {Di[-6+(y—D(a+1)]+42— (v —1)(2a + )]}/[4(y + 1)7],
Es = =2(y=1)(a+1)/(y+1).

It is interesting to note that, in the limit of infinite shock strength, n —
0, B0 — —(a + 1)/2; this leads via (3.2.116) to the known exponents
N = 2/5,1/2, and 2/3 in the shock law R oc ¢V for spherical, cylindrical
and plane symmetries, respectively.

Substituting (3.2.141)—(3.2.142) into (3.2.139) and integrating with re-
spect to 1, we can find an (approximate) explicit form of the shock trajectory
for n << 1:

%t _ gylfatlylle+s) /2ot )
0
1 Tn Ton? Tsn?
a+3+3a+5+5a+7+7a+9+ ’
(3.2.144)

where

= ya+2)/[yi(a+ 1),

T, = (2a+3){ys/y1 — ays/12(a + )yi]}/(a + 1),

Ty = (3a+4){ys/y1 — ayays/[yi(a +1)]

+a(200 4 1)y3/[6y5 (o + 1)%]}/ (o + 1).

Bach and Lee (1970) carried out a numerical solution of the problem by their
approach for the spherically symmetric case for v = 1.4. Their results along
with the exact numerical solution of Goldstine and Von Neumann (1955), the
perturbation solution of Sakurai (1954), the linear velocity (approximate)
solution of Sakurai (1965) and the quasi-similar solution of Oshima (1960)
as computed by Lewis (1961) are shown in Figure 3.2. This figure gives the
shock decay coefficient —6 versus 7 = 1/M?2. Tt is clear that the results
of Bach and Lee (1970) are quite close to the numerical solution, although
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there is a clear departure as the shock Mach number diminishes to become
one. It appears (though it has not been explicitly stated) that their analytic
solution does not tend exactly to the appropriate weak shock limit as M — 1.
The main approximation in their theory lies in the assumption (3.2.124)
for the density distribution behind the shock. The solution here does not
satisfy the energy equation (3.2.115) exactly; this error manifests itself in
the departure from the exact solution. This error is somewhat mitigated
by the (imposed) physical conditions that total energy and mass behind the
shock are conserved. This leads to a better determination of the trajectory
of the shock.

I I I I
1.4 a=2
15 V=14, |
SAKURAI's linear particle
velocity profile method
SAKURAI (first order)
1.0 b
-8 BAGH & GOLDSTINE &
e VON NEUMANN
051 \ 7
SAKURAI(zeroth order)
OSHIMA
0 | | | |
0 0.2 0.4 0.6 0.8 1.0
n=1/M?

Figure 3.2 Variation of the shock decay coeflicient —6 with shock strength 7 for
spherical blast waves for v = 1.4 (Bach and Lee, 1970).
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0.4

0.2

Figure 3.3 Pressure distributions behind spherical blast waves of various shock
strengths n for v = 1.4 (Bach and Lee, 1970).
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1.0 I I
Y=14 ,a=2
0.8 0.9
0.6 — 0_7
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T 04 i
0.3
0.2~ 0.2 0.02]
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0 101
0 02 04 06 0.8 1.0
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Figure 3.4 Density distributions behind spherical blast waves of various shock
strengths n for v = 1.4 (Bach and Lee, 1970).

—_0.2 —

—0.4— ]

—0.6 | | |

Figure 3.5 Particle velocity distributions behind spherical blast waves of various
shock strengths 7 for v = 1.4 (Bach and Lee, 1970).

The distribution of pressure, density, and particle velocity behind the
shock for different shock strengths n for o = 2, = 1.4 is shown in Figures
3.3-3.5. The interesting feature here is the development of a negative phase
in the velocity distribution as the shock becomes weaker. This accords with
the exact numerical results reported in the monograph of Sedov (1959).

3.3 Blast Wave in Lagrangian Co-ordinates

It was Von Neumann (1941) who contemporaneously with G.I. Taylor mod-
elled the blast wave problem in his own independent way. He envisioned the
blast wave as arising from the sudden release of energy from a homogeneous
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gas of much higher pressure. (We shall take up this more realistic model
in subsequent chapters, where we discuss what happens when such a high
pressure gas sphere expands out into a low pressure atmosphere, sending
a shock wave into it). Von Neumann (1941) envisaged the unknown shock
boundary as a free surface which must be found as a part of the solution.
Thus, the continuous flow of air behind the shock must be found as the
solution of the governing nonlinear PDEs; the Rankine-Hugoniot relations
holding at the shock impose more boundary conditions than are required
for the governing system of PDEs and therefore they help find the trajec-
tory of the shock. Von Neumann was aware of the difficulties that would be
encountered when the shock decays and the entropy jump across it changes
with decreasing shock strength. Being conscious of the difficulties associated
with the general (and more realistic) problem, he posited the simpler model
of a point explosion in the manner of G.I. Taylor (1950) (see section 3.1).
However, he found it more useful to use Lagrangian co-ordinates and seek a
similarity solution in this formulation. At ¢ = 0, when an intense explosion
takes place, the only dimensional quantities which appear in the data (apart
from « = ¢, /cy, the ratio of specific heats) are Eq ~ mi?t=2 and py ~ ml~3.
They imply that the shock position must be given by

Y =%(t) = at?’, (3.3.1)

where a is a dimensional constant. If the initial position of a gas element
at ¢ = 0 is x, denominated as its Lagrangian co-ordinate, then its Eulerian
co-ordinate is given by

X = X(z,t). (3.3.2)

From (3.3.1) and (3.3.2), we may write

X T
where . .

Ahead of the shock, pressure pg is assumed to be zero, while density,
temperature, and particle velocity are pg, Ty, and 0, respectively. After the
particle enters the shock, its density, following the conservation of mass
becomes

$3 ZL'2 —1 22
PZPO[a( )] —) (aX) ~ oo L (3.3.5)

a(X3) °x2\ 0z F2(2) F'(z)
The velocity of the particle, by definition, is

= (%) - gat-S/E’[F(z) (2], (3.3.6)
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The shock velocity according to (3.3.1) clearly is

U= % = %at‘3/5. (3.3.7)

The particle position, immediately after entering the shock, becomes

X = 2 = ¥. (There is no discontinuous change in the position of the

particle, its velocity gets a jump). Therefore, the value of the similarity

variable z behind the shock is z = 1; thus, F(z) =1 at z = 1 (see (3.3.3)—

(3.3.4)). The geometrical symmetry requires that the particle at the ‘point’

of explosion remains there. Therefore, X (0,¢) = 0. This gives the second
boundary condition

F(z)=0 at z=0. (3.3.8)
The strong shock conditions at z =1 are
yv+1
= 3.3.9
N - 1p07 ( )
2 U (3.3.10)
u = 5 J.
v+1
2
— U2, 3.3.11
p P ( )

where U is the velocity of the shock. Comparing (3.3.9) and (3.3.5) applied
at the shock z = 1 and using the condition

F(z)=1 at z=1, (3.3.12)

(see below (3.3.7)), we get the second condition at the shock, namely,

Flo)=21"2 st 2=1, (3.3.13)
y+1

While (3.3.5) gives p in terms of F(z) and F’(z) in the flow behind the
shock, the expression for p is obtained by using the fact that every particle
x, after crossing the shock, retains the value of the entropy it acquired there.
The Lagrangian co-ordinate of a particle may be written in terms of ¢ and
z as © = at?*/®z. Since z is continuous across the shock, the time ¢ = ¢/
at which a particle crosses the shock may be obtained from at’?/®> = at?/52
or t = tz°/2. The entropy function pp~ may be obtained by evaluating
it from the conditions immediately behind the shock, given by (3.3.9) and
(3.3.11):

_ 2 T+ N 2017
pp popre 7roU (7 — 1,00> ;1o U (3.3.14)
On using (3.3.5) and (3.3.7) in (3.3.14), we get

o 8(’)’ — 1)7 /—6/5 ZQW 1
= A FOE AR

(3.3.15)
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Replacing ¢’ by t2°/? in (3.3.15), we have

4 2273 1
LA 260 51
P= gyt O T (8.3.16)
where 5 N7
:——7(11—). (3.3.17)
y+H1I\y+1

Von Neumann (1941), having used the equations of continuity and en-
tropy, employed the energy argument rather than the equation of motion to
finally obtain the equation for the unknown function F'(z). The functions p,
p and u are expressed in terms of F(z) and its derivative through (3.3.16),
(3.3.5), and (3.3.6), respectively. The equation for F'(z) must be solved in
the interval 0 < z < 1 subject to the conditions (3.3.8), (3.3.12) and (3.3.13).

The total energy per unit mass of the gas behind the shock is

1
::—3;—3-%§u? (3.3.18)

y—1p

The gas in the spherical shell, reaching from the particles x to the particles
x4 dz, is the same for all time and, therefore, may be taken to be 4mwpoz2dz,
the value at t = 0. Thus the total energy inside the sphere of the particles
z is

e1(z) = 47rp0/ ex’dzx (3.3.19)
0
z 1
= 47Tp0/ <—]—) + -u >x2d:v. (3.3.20)
0

In terms of z (see (3.3.4)) this becomes ey(2):

e(z) = el2)
g [T L (4/25)Bpoalt (R [F(2) Y [F(2)]
- ,00/ {7 -1 po{z?/[F ()P} (2)] 7
+% : %a2t_6/5 [F(z) — zF/(z)]Q}a3t6/5z2dz,

or equivalently,

e
2T M ST FEREOD [F R

() — zF/(z)P}z?dz. (3.3.21)

Putting z = 1 in (3.3.21), we again arrive at the conclusion that the energy
behind the shock, 0 < z < 1, is independent of time. This is the total energy
acquired by the gas between ¢t = 0 and ¢ finite. Since, by assumption, pg = 0,
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u = 0, the initial energy of the gas is zero. The energy given by (3.3.21)
with z = 1 must be equal to the energy of explosion. Thus,

87 1o 2 22(=1)-3 1
Po = %”0“5/0 {v—lq’mznﬂw [F()p T
HF() — ZF'(Z)]Q}zzdz. (3.3.22)

It may also be observed that (3.3.21) holds for each z sphere, that is,
each z-sphere, © = at*®z, 0 < z < 1. This constancy of energy in each x-
sphere implies that the energy flowing into the sphere with the new material
that enters it exactly balances the work which its original surface does by
expanding against the surrounding pressure. This, in fact, is the energy
principle and is equivalent to the equation of motion. The energy of the
material entering the z-sphere, x = at?/°z, in the time between ¢ and t + dt
is

drpox?(dx),e = 4dmpg (7—;];9 + %u2>x2(daz)t
— apy { L (4/25)®poa®t” %5 {22773 ) [F(2)]*7} [F'(2)] 7
-1 po{z2/1F(2)]?} [F"(2)]
+%%a2t76/5 [F(z) — zF/(z)]Z}a2t4/5z3§at3/5dt
167 i 2 Z20=1)=3 1
- 't reE e
() — zF’(z)]2}z3dt. (3.3.23)

The work done by the original (z) surface against the surrounding pres-
sure is 4mpX2udt. This is equal to

4 273 1 2
A — P poa’t=8/5 = PF ()P zat F () — 2F(2)]dt

5 FEIP PG
_B2 g 2 L F'(z))dt
S e e )

(3.3.24)

We have made use of (3.3.3), (3.3.4), (3.3.6) and (3.3.15) to arrive at (3.3.23)
and (3.3.24). Equating (3.3.23) and (3.3.24) we get an ODE for the function
F(z):
2 @ z2('y_1)
T 1 P D F R
Z2’y—3

=29 F D ()] [F(2) — 2F'(2)]. (3.3.25)

+ 2B[F(2) — 2F'(2))?
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Equation (3.3.25) must be solved subject to the conditions (3.3.8), (3.3.12),
and (3.3.13); the constant a in the shock law (3.3.7) is obtained from (3.3.22).
Von Neumann (1941) changed (3.3.25) through the transformation

z = €, (3.3.26)
F(z) = €7%¢(s), (3.3.27)
to the autonomous form
2 1 do 2
P — + {— + -1 gb]
v—1 $20r—1) (d¢> +V¢)7 1 ds ( )

ds
d
%4+ (w-1)¢

=20 3.3.28
$20-1) (% N V(Zﬁ)w ( )
by choosing
3(v—2)
= . 3.3.29
3y —1 ( )
Now writing
v=% (3.3.30)
 ds ’ o
which is the same as
2F'(z) = "V (s), (3.3.31)
(3.3.28) becomes an algebraic relation in the functions ¢ and ¥:
U—¢ P 1
i 2 —
(T —¢)* + 29 PRV + po— 1(I>¢2(7—1)\IW—1 =0. (3.3.32)
If we write )
/7 —
D=-—, 3.3.33
v+1 ( )
then (see (3.3.17))
2 [y— 1)7
o = = (=2} =1 -D)D, 3.3.34
2 1-D
1~ D (3.3.35)
and (3.3.32) can be written as
<¢/‘I’—1)2_ 2 (¢/¥ —1)
1/D -1 ¢*C=D (/D) (1/D - 1)
1
+ = 0. (3.3.36)

6@ /Dy
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3.8 Blast Wave in Lagrangian Co-ordinates 85

Now if we introduce the variables

6/v 1
= 3.3.37
=251 (3.3.31)
and
n=¢?~V(w/D), (3.3.38)
(3.3.36) simply becomes
1
8—2§+—:0 (3.3.39)
non
or 2% 1
If we further introduce a parameter 6 via
146
g—1t% (3.3.41)
2
then, from (3.3.40), we have
46
= . .3.42
"= arop (3:3.42)

Now, using (3.3.37) and (3.3.38), we can write ¢ and ¥ in terms of the
parameter 6:

0+1
— 9B (22
o = ooy (2
6+~ tD/Gr=1)
x ('y + 1)
v = Y- lauey (9 + 1)_2/(37_1)
v+1 2
0+ 20—1/Br=1)
X<7+1> '

)2/(3’71)

, (3.3.43)

(3.3.44)

Since ¢ is positive in view of (3.3.3) and (3.3.27) and ¥ is positive since F'(z)
and py are, it follows from (3.3.38) that 7 is positive. Equation (3.3.42) then
implies that 6 is positive.

Thus, we have

6> 0. (3.3.45)
From (3.3.30), we have
d¢
i U — vo. (3.3.46)
Therefore,
. / dp [ do/¢
U —vo U/p—v’
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which, on using (3.3.43) and (3.3.44), becomes

+1
1 49 2 d) 4 A+l db

s — 3y—-1 6 3y—16+1 3y—1 0+~ (3347)
=1 + 3(2— 'Y)
0+ 3y—
or
= O =2 mo— 2+
s = 1t 3 1 n 5 n

13y2 — Ty + 12
15(2 —v)(2v+ 1)

I[3(2 —7)0 + (2y+1).  (3.3.48)

To get the constant C, we use the boundary conditions F'(z) =1, F'(z) =
(v=1)/(v+1) at z =1 (see (3.3.12)—(3.3.13)). Since z = 1 corresponds to
s=0,wehave g =1l and ¥ = (y—1)/(y+1) at s = 0 (see (3.3.27) and
(3.3.31)). Using these values at s = 0 in (3.3.43) and (3.3.44), we find that
s = 0 corresponds to = 1. This determines C; in (3.3.48). Therefore, we
have

= Inf — 21 o+1
2y + 1 2
1372 =Ty +12  3(2—4)0+ (27 +1)
. 3.3.49
B2 -y +1) (el ( )

The similarity variable z may now be written in terms of 6 as

2_
z=¢e°= 97/(2'y+1)<9+ 1>_2/5[3(2 —7)0 + (27 + 1)]%
— S = : |

(el
(3.3.50)
The similarity function F(z), in view of (3.3.27) and (3.3.43), becomes

Fz) = e”¢(s)

— 9(7 1)/ 2'y+1)< +1> 2/5(9_1_7) (v+1)/(3v-1)
2 v+1

1342 —74+12

X{( —7)0 + 27 1)}W
- .

(3.3.51)

Equation (3.3.51) shows that the condition F(z) — 0 as z — 0, or as
0 — 0, is automatically satisfied. Equations (3.3.50) and (3.3.51) together
constitute the parametric form of the solution for the function F'(z) in the
interval

0<z<1 (0<z<Y), (3.3.52)

which corresponds to the interval 0 < 6 < 1.
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3.8 Blast Wave in Lagrangian Co-ordinates 87

To write the final solution for the physical variables in terms of 6, we also
need to find F(z) — zF'(z). It is easily checked from (3.3.43) and (3.3.44)

that

F(z) ) 0+ 0+1
=2 22T T 3.
2F'(2) v v—1 v—1 (3:3:53)

Using (3.3.50)—(3.3.51) in (3.3.53) we have

F(2)—z2F'(z2) = (¢ —V9)
3/5
— Le(’Y*l)/(Q'\/+1) (9 + 1) /
v+1 2
0 4+ ~\ 20-D/Gy-1)
X<v+1)
2_
XF@‘7W+@7+U}%%ﬁ%%
7—~ :

(3.3.54)

We can finally write the solution z, X, p, u and p from (3.3.4), (3.3.3),
(3.3.5), (3.3.6), and (3.3.15) in terms of ¢ and the parameter 6:

v = a2/5g/ D) (E)m
2

~2 Ty 412
% [3(2 —7)0 + (2v + 1)] 15(2 Y+ ’ (3.3.55)
7=
—2/5
X = a2/5p0D/2rHD) <9+_1) /
2
0 + ~\ O+D/Gy=1)
X _—
()
X[3(2—7)9+(27+1)] ﬁ, (3.356)
7=
—4/(3y—1
p = liimﬂwwwn(9+7) [
v—1 v+1
><[3(2 7)9+27+1}W’ (3357)
7=
3/5
w o= Y s/ (9 + 1) /
5(v+1) 2
0 + ~\ ~20-1/BGy-1)
>< _—
(7 + 1)
X[3(2—77)9+27+1} ﬁ, (3358
-
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Besides,

25(v + 1)2
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oo 2t 6/5< )

25(y 2

+
+ —4v/(3v-1
(5 )

{3(2

2_7 y+12

v)0 + 2’y + 1} G 1T

- (3.3.59)

2,—6/59—3/(2y+1
_a?6/%=3/) )(T>
0+ 4\ ~4G-D/G1-1)
X [

(’Hl)

2(1372 —7v+12)

y {3(2 -0+ 2y + 1)} TSI DE-D
T

: (3.3.60)

8 24-6/5020-1)/@r+) ( 0+ 1>6/ ’
2

(9 + ,y) —4(v=1)/3y=1)
X -

. [3(2

v+1

2 (1342 -77+12)

—7)0+2fy+1] 85 TDED
T

: (3.3.61)

leading to the excellent physical interpretation for the parameter 6 as the
ratio of kinetic and internal energies:
€c

—=4.

€

(3.3.62)

Using this relation, we write the total explosion energy in terms of €.,
and €, the internal and kinetic energies per unit volume:

b
Ey / (¢ + )an X?dX
0
%
477/ (0 +1)e, X?dX
0

g7’ /0 1 MTle;[F(z)]QdF(z). (3.3.63)
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3.8 Blast Wave in Lagrangian Co-ordinates 89

We may note that €,/e; = e./e; = 6. If we observe that €, = pe; = p/(y — 1),
then, using (3.3.59), we have

Ey = Kpya®, (3.3.64)
where
K 64 1 0+1 11/5 0_}_,7 —4v/(3y-1)
- wrnh (57) GH)
2
2 . 2 1 51317 —71-t12
x[3( 7)79_:( vt )} CTEY 4R, (3.3.65)

Here, F'® may be expressed in terms of 6 via (3.3.51). The constant a in the
shock law (3.3.1) has now been determined. This solution for the blast wave
problem in Lagrangian co-ordinates is explicit in terms of the parameter 6,
which itself has now been physically interpreted. This is in contrast to the
exact implicit solution of the Eulerian equations of motion found by J.L.
Taylor (1955) and Sedov (1946) (see section 3.1). It may be noted, however,
that this solution does not hold for v = 7, the exponent corresponding to
water. The solution (3.3.55)—(3.3.65) can be approximated and written out
more explicitly when v—1 # 0 is small. Retaining the most dominant terms,
this approximate solution is found to be

z = at?/591/3+0-D/9, (3.3.66)

X = at2/59(’Y—1)/37 (3.3.67)
_ 2 peaeysftl

p= ol —, (3.3.68)

u - %at—s/f)@(v—l)/s, (3.3.69)
A ettt

p = oot : (3.3.70)

2 o 6/5p-142(v-1)/3

6 = 25at 0 , (3.3.71)

€, = Z2a2-6/5g20-1/3 (3.3.72)

25

The form (3.3.55)—(3.3.65) of the solution is also not valid for v = 2 in
view of the exponent 1/(2 — <) in the last factor in the products for the
solution z, p, and p, namely,

[3@ — 0+ 27+ 1)} Ve (3.3.73)
[’
This expression may be written as
3 1/(2—)
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and hence, in the limit v — 2, approximated by e~ (3/5)(1=9) " Therefore,
the last factor in each of (3.3.55)—(3.3.61) must be replaced in this limit
by e~ (2/5)(1=0) 1 =(6/5)(1=0) "1 ¢=(6/51-0) 1 and 1, respectively. Other
factors may be evaluated by setting v = 2.

The important features of the solution observed by Taylor (1950) are
confirmed here. Most of the material in the blast wave gets accumulated
near the shock. This tendency becomes more pronounced as v tends to 1.
This is the basis of an analytic theory of point explosion in an exponential
atmosphere, proposed by Laumbach and Probstein (1969), which will be
treated in the next section. The density vanishes at the center of explosion,
but the pressure tends to p(0) where 0 < p(0) < oo. As 7 increases from
1 to 2, the pressure ratio p(0)/pshock changes from 1/2 to about 1/4. The
pressure changes more rapidly near the shock and becomes almost constant
in the region close to the center where density is close to zero. Also, since
p — 0 and p — p(0) as the center is approached, the temperture 7'(0) tends
to infinity. Equations (3.3.60) and (3.3.61) show that ¢; — oo and ¢, — 0
as the center of the blast is approached.

3.4 Point Explosion in an Exponential Atmosphere

We may continue the Lagrangian co-ordinate approach of section 3.3 to the
investigation of a more realistic blast wave model in a cold stratified atmo-
sphere with density varying exponentially with altitude. It is also assumed
that the flow field is locally radial (see Figure 3.6), that is, we may neglect

Upward
direction

Figure 3.6 The shock envelope at a given time after explosion along with the polar
co-ordinate system (Laumbach and Probstein, 1969).
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3.4 Point Explosion in an Fxponential Atmosphere 91

gradients in the # direction where 6 is the polar angle measured from the
vertical. This assumption implies that the streamlines from the origin are
straight lines; it may fail to hold as the shock ascends to 4-5 scale heights
and becomes increasingly asymmetric. It is also assumed that the shock
produced by the blast is strong; this assumption also becomes invalid by
the time the shock has propagated to 4-6 scale heights, except for 6 < /4,
even for large energy sources.

Both Taylor (1950) and Von Neumann (1941) pointed out that much
of the mass of the blast wave gets concentrated in a small neighbourhood
behind the shock. This is the basis of the analytic theory developed by
Laumbach and Probstein (1969), which we detail in this section. They
attempted to obtain an analytic solution valid for all time; they also deduced
scaling laws based on this solution. They compared their analytic results
with the numerical solution of Troutman and Davis (1965) and found a
good agreement. Laumbach and Probstein (1969) also compared the far
field results accruing from their analysis with the asymptotic limits of Raizer
(1964) and Hayes (1968a, 1968b) and found favourable agreement.

With the assumptions referred to above, the flow is axisymmetric about
the vertical axis through the energy release point, called the origin in Figure
3.6.

We denote the Eulerian co-ordinate of a fluid particle of thickness dr by
r. The position of the shock front at a given polar angle 6 is denoted by
R(t,0). The undisturbed density distribution is assumed to be of the form

po = pgexp[—(ro/A)cosb], (3.4.1)

where A is the scale height and rg the Lagrangian co-ordinate of a particular
fluid particle at the burst time ¢ = 0; p,, is the density at ro = 0.
Assuming local radiality, the equation of continuity for any polar angle
is given by
poradrg = pridr. (3.4.2)

The radial momentum equation in the Lagrangian co-ordinate, on using
(3.4.2), becomes

0?r 2 Op

e Tt S 4.
otz porg org (3-4.3)

Since the entropy of a particle after crossing the shock remains constant, we
have the energy equation

p(ro,t) _ [p(ro,t)]”
polro) {psw] (38.44)

where the subscript s denotes conditions immediately behind the shock.
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The shock is assumed to be strong. The RH conditions holding across

it are

Ps

Ps

ol 1
= 3.4.5
N - 1/)0’ ( )
2 .
= R?, 3.4.6
1" (3.4.6)

with the dot above R denoting differentiation with respect to t.
Since a finite characteristic length A appears in the problem, it is not
self-similar (see, however, section 3.5 and reference to the work of Hayes

(1968) therein).

Integrating (3.4.3) with respect to rg, we have

: ;o o
p(ro,t;0) — ps(R; 0) = /TO T—Q@porodmy

E 1 9% (3.4.7)

where ps(R;0) is the pressure immediately behind the shock. For a given
polar angle, the mass contained within a differential solid angle is constant,
so we may write the energy equation for a given solid angle as

E
47

p

:/OR

v—1

R1 /0r\?
r2dr + ; 5(5) poradro. (3.4.8)

The first integral in (3.4.8) is the internal energy per unit solid angle and, for
later use, is written in terms of the Eulerian co-ordinate. The second term
in (3.4.8) is the kinetic energy per unit solid angle; E is the total energy
of the flow and is assumed to be known and constant; real gas effects and
radiative transfer etc. have been ignored.

We expand the Eulerian co-ordinate about the shock,

0
T(To,t) :R+ 8_7‘ (TQ—R)+

TOIR

102%r

—_—— _— 2 ...
Sa| 0 P (349)

with the expansion parameterised in ¢ through the Taylor coefficients and R.
Implicit in (3.4.9) is the assumption that most of the mass is concentrated
near the shock front so that (ro — R) << R for ryg ~ R. Only terms up to
(ro — R)? are retained in the expansion (3.4.9). Using (3.4.2) and the shock

condition (3.4.5), we have

2 _
5_7; = ’;0:20 = er 1 (3.4.10)
From (3.4.9)—(3.4.10), we find by differentiation etc. that
- R+§—1<TO—R>+§§% o= RP, (341)
% _ % _ girg (- R)E, (3.4.12)
Z_Z = % + girg . R? girg R(ro — R)R. (3.4.13)
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Therefore, at the shock front, we have

rs = R, (3.4.14)
0 2 .
(l) = R (3.4.15)
ot/ v+1
The evaluation of acceleration at the shock requires some calculation.

Eliminating §%r/0t? from the radial momentum equation (3.4.3) and (3.4.13)
evaluated at the shock, we get

. 2 ., /10p 2 .
2 2
= — -—— | +— 4.1

or
(97”8

R

where use has been made of (3.4.6). The pressure gradient term in (3.4.16)
must now be found. We differentiate (3.4.4) to obtain

1 Ops 7 Op 7’3po)
_ (2% O 7 9P 3.4.17
(ps dro  pOrog  poOro/) g ( )

19p
p Org

R

Using the Rankine-Hugoniot condition (3.4.6), along with (3.4.1) in dif-
ferentiated form, we obtain

Lop| _ Lom| |2

= + SR, 3.4.18
ps Oro | poOrolr R ( )
1 9pg cosf
- = ——. 3.4.19
po Oro | A ( )

We still need to find (9p/0r¢)/p. This is accomplished by taking a
logarithmic derivative of (3.4.2) with respect to 79 and using (3.4.10) at the
shock:

Lop
p Org

_ Lo
R PoIrg

4 1 y+18%
R Y+1IR ~y—10rg%|g

(3.4.20)

Making use of (3.4.18)—(3.4.20) in (3.4.17) and using the resulting expression
in (3.4.16), we determine (0?r/9r2), R%. Finally, substituting this term in
(3.4.13), we determine the acceleration at the shock:

(827’> A2y —1) 5 2(y—1)cost -5 8y(y—1) R_2 (3.4.21)

o), (v+1)?2 T (y+1? A (v+1)? R’

If we substitute the expressions for 7, and (9?r/0t?)s at the shock from
(3.4.14) and (3.4.21) in the integral term in (3.4.7), use (3.4.1) for pg, and
carry out the integration with respect to ry, we obtain

b = (2)(E)n
* v+1 cosf) n3
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o A1),
X{227—17777 (’Y—l)nn2+%n2}

el o
_e—n[”; o+ 1”

(3.4.22)

where

n = (R/A)cosb. (3.4.23)

The pressure immediately behind the shock is found in terms of 7 from

(3.4.1) and (3.4.6):
2pB ( A )2-2 -n
= —| — . 4.24
ps= 5 \os) TE (3.4.24)

The integrals in (3.4.8) are evaluated by making use again of the basic
assumption in the analysis: to the present approximation, r is not a function
of rg and, therefore, for all r different from R, we may replace rqg by zero.
This implies that all the mass is pulled forward behind the shock, and the
only mass that remains inside is that which existed in the vicinity of the
origin 1o = 0. Thus, we put p(r,t) = p(0,t) and ro = 0 in (3.4.22) and
hence evaluate the first integral in (3.4.8). The second integral, namely the
kinetic energy integral, is evaluated by writing pg from (3.4.1) and (9r/0t),
at the shock from (3.4.15). Carrying out the integration with respect to r,
we arrive at the following ODE for n (see (3.4.23)) as a function of time:

E  [cosh\®
. .2 cost
fmyii+ g(m)n” = T, ( A ) : (3.4.25)
where
8 (2y—1)n { _ (1 9 )]
= 3 1—e (= 1), 3.4.26
f(m) 5 -1 1) e Sn +n+ ( )
2 e -1 [7,Y+3 ]
gm) = 3 + — 1| f(n).
" = 5e-ne+n Tl Y
(3.4.27)
If we change the variable ¢ to
«  [Elcos®0| 1/2
t = t[m] (3.4.28)
n (3.4.25), we get
Fn" +gm*= 1 for 0<0<m/2 (3.4.29)
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Foy" +gmm* = -1 for m/2<0<n, (3.4.30)

where now the prime denotes differentiation with respect to ¢*. The above
scaling has the effect that all motions for § < 7/2 can be obtained from
(3.4.29), while those for # > 7/2 can be found from (3.4.30). Either solution
describes the flow for arbitrary values of E, A, and p, for appropriate 6
values. The autonomous equations (3.4.29) and (3.4.30) can be changed to
linear first order equations in 7’ 2, namely,

d 2
@g—n + g(n)n® = +1, (3.4.31)
and integrated to yield
2 _ youn) o [T93) (. Yg(z) | dy
= el <2 [T} [Tewls [[G5a s @am

where a is a zero of the indicated integrals and v > 1. The + and —
signs in (3.4.32) refer to upward and downward directions, respectively. The
constant of integration in (3.4.32) is put equal to zero to satisfy the condition
that, as A — oo corresponding to n — 0, the solution tends to a uniform
density solution (see below). The solution (3.4.32) should be supplemented

by the equation
«_ [7d7
0o n
to relate it to the variable t*. With n and n’ thus found, the pressure behind
the shock may be found from (3.4.22) and (3.4.24). The density as a function
of rg and ¢t may now be obtained from the entropy equation (3.4.4). The
Eulerian co-ordinate itself is found from (3.4.2) as

= {3 / " ootp) (%)% (%)}1/3. (3.4.34)

The relation (3.4.34) helps find the pressure and density behind the shock
as functions of the Eulerian co-ordinate r. If we let n = Rcosf/A — 0 (as
A — 00) in (3.4.25), we recover the limiting case of the atmosphere with
uniform density:

: vy +1) R2 9y -1 +1)% E 1
e 2y-=1)(y+1) R 16(2y—1) 7p, RL (3.4.35)

Equation (3.4.35) is again autonomous. Its first integral may be found to be
p_ 9 FE (=D +1)* 1
87py (492 —v+3) R

Integrating (3.4.36) we obtain

_[225 B (v-D(v+1)° 1/5t2/5
32 mp, (492 —v+3) '

(3.4.36)

(3.4.37)
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0.8

Chermyi (1957)%
J___/

0.4
Laumbach and

Probstein analysis
Taylor—Sedov exact

0.6

/R

02

0 0.2 0.4 0.6 0.8 1.0
r/R
Figure 3.7 Pressure distribution in Eulerian co-ordinates for uniform density at-
mosphere and v = 1.4 (Laumbach and Probstein, 1969).

The t%/° law is thus recovered. Laumbach and Probstein (1969) show that
(3.4.37) differs slightly from the exact Taylor-Sedov solution (see Figure 3.7
for the distribution of pressure). The pressure at the center for v = 1.4 is
0.37, which compares well with the exact value 0.366 of Taylor (1950). The
discrepancy in R is 1.8% for v = 1.2 and 2.3% for v = 1.4.

As Laumbach and Probstein (1969) point out, due to the severe assump-
tions made in the analysis, any exact far field or large time results should
not necessarily agree with those of their analysis; they nevertheless consider
asymptotic forms of their solution both in upward and downward directions
and deduce some qualitative features.

In the downward direction, as —n becomes large, the asymptotic form of
(3.4.25) is found to be

0 3B D1 (cose)f’g
2y —1 16mp, (27 — 1) A )y

i (3.4.38)

Writing (3.4.38) as a first order ODE in 7)? and integrating we have

o 3E(y —1)(y+1)? <0059>56” [ (1”
~ _ —|1+0/(=
! 87p A) el o\

n), (3.4.39)

k
+ 1exp(27 1

where kp is constant of integration. It is clear that, for v > 1 (and 7
negative), the term involving &y is small in comparison with the energy-
dependent term so that the aymptotic solution becomes

2 _BEO _871/13 +1)? <C<§9>5;_Z [1 o (%) } (3.4.40)
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Integration of (3.4.40) yields the dominant term for 7:
n = (R/A)cosh ~ —2Int. (3.4.41)

Therefore, .
Rlcosf| ~ aA/t =2A/t. (3.4.42)

The form (3.4.42), rather surprisingly, agrees with the (exact) asymp-
totic self-similar solution obtained by Hayes (1968a) for a plane shock trav-
elling downward, with the assumption that the total energy of the blast is
conserved. The coefficient o = 2 is found to be independent of . The ex-
planation for this agreement is that, under the assumptions made here, the
cross-sectional area of the flow increases as R? (local radiality), therefore
the far field results of the present analysis are appropriately compared with
exact asymptotic plane shock solutions. The constant energy constraint is
common to both the analyses.

In the upward direction, as n becomes large, the asymptotic form of
(3.4.25) is

v—1 5 3E(y—1)(y+1)? <0089>5_ (3.4.43)

"oy )" T B2mp,27 — Dy U A

Integrating (3.4.43) we have

. 3E (7+1)2<cos9>2[ (1)] <7—1 )
20— - 4.4
7 T A 1+0 » + koexp 27_177 , (3.4.44)

where ko is a constant of integration. In the present case the first term
containing the energy is asymptotically small compared to the second term;
therefore, we have

-2 y—1
~k : 4.4
U] 2exp<27 — 177) (3.4.45)

An integration of (3.4.45) gives

2(2y — 1)111[(7 ~ Dky/”
y—1 2(2v - 1)

where 7 is a constant of integration. Laumbach and Probstein (1969) com-
pared (3.4.46) with the asymptotic results of Hayes (1968a) and Raizer
(1964) and found it in good qualitative agreement. Now we compare the
results obtained by the approximate theory of Laumbach and Probstein
with the numerical solution found by Troutman and Davis (1965) for the
vertically ascending parts of the shock wave for v = 1.4. The latter inves-
tigators obtained their solution for a specific energy yield, scale height and
atmospheric density at the burst point, which were appropriately scaled out
by Laumbach and Probstein (1969) using (3.4.23) and (3.4.28). The calcu-
lations were carried out up to the time the upper part of the shock travelled

1= pcosd ~ - (r — t)], (3.4.46)
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to three scale heights from the origin of the blast wave. Although Troutman
and Davis (1965) had performed their calculations with # = 0 and 6 = T,
and these were in a sense one-dimensional, comparison of these results with
the full two-dimensional calculations showed little difference over the ranges
of parameters considered by them.
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Figure 3.8 Shock velocity of the ascending shock as a function of shock position
for v =1.1,1.2,1.4 (Laumbach and Probstein, 1969).
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Figure 3.9 Shock velocity of the descending shock as a function of shock position
for v =1.1,1.2,1.4 (Laumbach and Probstein, 1969).

Figure 3.8 for the shock velocity of the ascending shock shows that it
decreases to some minimum value beyond which it accelerates to infinity
in a finite time. This happens because the decreasing density ahead of the
shock begins to affect the motion of the shock appreciably. On the other
hand, the descending shock does not experience any such theoretical limit
beyond which it cannot remain strong provided there is a sufficiently large
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3.5 Asymptotic Behaviour of Blast Waves at a High Altitude 99

energy source (see Figure 3.9). The behaviour of the ascending part of the
shock wave is in conformity with the earlier studies of Kompaneets (1960)
and Andriankin et al. (1962).

As pointed out earlier, the analysis of Laumbach and Probstein (1969)
works for ascending shock waves for 2 to 3 atmospheric scale heights. At later
times, the error involved in the truncation in the series solution discussed
here becomes more pronounced, leading eventually to an overestimate for
the blow time.

In a later study, Bach, Kuhl and Oppenheim (1975) carried out a per-
turbation analysis similar to that of Sakurai (1953) (see section 3.2) for the
strong blast wave in an exponential medium, which was found to be accurate
even when the front had progressed to ten scale heights. They also found
a similarity solution of the type found by Raizer (1964) and Hayes (1968a,
1968b), which describes the far field. The near field and far field solutions,
it is claimed, matched so well that the extremely difficult analysis of the
intermediate regime was deemed unnecessary.

3.5 Asymptotic Behaviour of Blast Waves at a
High Altitude

We consider a stratified (plane) atmosphere with the density distribution
po = pue® B, (3.5.1)

where A is the scale height. The initial pressure is assumed to be zero. An
explosion takes place in the high reaches (x ~ —oo) where the density is
almost zero, and a (plane) shock propagates downward in the direction of
increasing density (the positive z-axis is in the downward direction). The
heated gas overtaken by the shock expands into the empty space in the
upward direction. The following analysis in Lagrangian co-ordinates is due
to Raizer (1964) (see also the book by Zeldovich and Raizer (1967)). We
consider the limiting motion of the shock. Here, we have a length scale A.
The origin of z is arbitrary (see (3.5.1)). This implies that p, is arbitrary by a
multiplicative constant. There are no time or density scales. By dimensional
arguments, the motion of the shock, X = X(t), is given by

. A
D=X=a—, (3.5.2)

where the coefficient a depends on v = ¢, /¢, alone. From (3.5.2) we have

X = aAlnt + constant. (3.5.3)
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The mass of gas overtaken by the shock is given by

b's b's
M :/ podx :/ pee®Bdz = po(X)A. (3.5.4)

Equations (3.5.1) and (3.5.4) give
M = po(X)X. (3.5.5)
Using (3.5.2), (3.5.4) and (3.5.5) we obtain, after integration,
M = Ate, (3.5.6)

where the constant of integration A characterises the intensity of the shock.
Assuming that the shock is strong, we may write the self-similar solution in
the form

2 A
u = ﬁa?v = Usv, (3.5.7)
v+ 1 At
= _— = S 9 .5.
P o= ST AT (3.5.8)
2 ,AA
p = ma tz,af—psf, (3.5.9)

where ug, ps, and ps are the appropriate quantities just behind the shock
front, given by the Rankine-Hugoniot conditions, and the functions v, ¢
and f depend on the similarity variables & = (X(¢) —x)/A, a distance
measured from the moving shock, and . The Rankine-Hugoniot conditions
at the strong shock, £ = 0, give v = ¢ = f = 1 there. Raizer (1964) used
Lagrangian co-ordinates to study this problem. He introduced the mass
Lagrangian co-ordinate

m = /_:; p(z)dz = const.M /;O q(&)deg, (3.5.10)

(cf. (3.5.4)) so that &, and hence v, ¢ and f, are functions of the new
similarity variable

m m

n

as follows easily from (3.5.10) and (3.5.6).
The planar equations of motion in Lagrangian co-ordinates are

Ut + pm = 0, (3.5.12)
(1/p); — um =0, (3.5.13)
pp~ T = F(m). (3.5.14)
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Substituting (3.5.7)—(3.5.9) along with (3.5.11) into (3.5.12)—(3.5.14) we get

v+anp —af’ =0, (3.5.15)
1 n 2,
“n(=) + v =0, (3.5.16)
q q v—1

fq et =1, (3.5.17)

where dash denotes differentiation with respect to n. Integrating (3.5.16)
and hence eliminating ¢ and v from (3.5.15) and (3.5.17) we get an ODE for

f=rfm):

-1 —« — —(2—a)/a
d_f_'y—{—ll_::ﬁ(l_QT)f L/vy=(2-a)/ay

dn — 2a 1__%§%f—%—1nr%2—awav (3:5.18)
Since the point x = —oo corresponds to  — 0 and since the pressure at
x = —o0 is zero, the solution must pass through the point
n=0, f=0. (3.5.19)
It must also pass through the shock point
n=1 f=1 (3.5.20)

The conditions for the existence of the solution of BVP (3.5.18)—(3.5.20)
will determine the value of the exponent « for each . This is typical of the
self-similar motions of the second kind for which the dimensional arguments
alone do not suffice to yield the exponent « and, therefore, the shock motion.
This matter is discussed in great detail by Zeldovich and Raizer (1967) who
also discuss the present problem in this context. We may observe that the
above BVP has explicit solutions for v = 2, 1.

For v = 2, we may check that o = 3/2 so that

M ~ t3/27
x = 38
2t
1
Ug ~ ;, (3.5.21)
Ps ™~ t3/2>
1
bs ~ ma

and the similarity functions are simply

f=n q=n", vzg(y—%fwﬁ. (3.5.22)

© 2004 by Chapman & Hall/CRC



102 Shock Waves and FExplosions

For v = 1, it may again be verified that « = 1, f =1, ¢ = n3, v =

Since 1 < v < 2 for air, these special solutions give a bound for o, 1 < o <
for this range.

More generally, (3.5.18) must be solved numerically for each ~, starting
from the shock point (1,1). a must be found such that the integral curve
passes through (0, 0).

1.
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Figure 3.10 Distribution of f, ¢, v versus m/M behind the shock wave for v = 1.25
and a = 1.345 (Raizer, 1964).

1.0

0.8

0.6

0.4

\\\

— 0.2

0

.ka

—-0.2

—-0.4

—-0.6

-0.8
Figure 3.11 Distribution of f, ¢, v versus XA_'T behind the shock wave for v = 1.25
and o = 1.345 (Raizer, 1964).

Often a local analysis about the shock point helps to facilitate the nu-
merical solution. Raizer (1964) found the numerical solution for the special
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value of v = 1.25; the corresponding value of o was found to be 1.345. The
solution is depicted in Figures 3.10-3.11.

Raizer (1964), referring to earlier studies of Kompaneets (1960), at-
tempted to connect this asymptotic solution to an actual high energy, high
altitude explosion and estimated the distance from the point of explosion
where this analysis would hold.

However, Wallace Hayes, in the editorial footnote to this analysis in
the book of Zeldovich and Raizer (1967), cautioned that such high energy
explosions (10?4 ergs) at high altitudes (100 km) would not be realistically
described by hydrodynamical models of a strong explosion because of the
large values of the photon mean free path at very low densities.

Hayes (1968) himself studied self-similar strong shocks in an exponential
medium using Fulerian co-ordinates; his analysis was close to that of Raizer
(1964). Hayes’ numerical value of the parameter « (see (3.5.6)) was slightly
different from Raizer’s. His principal aim was to analyse the approximate
approach of Chester (1954), Chisnell (1957) and Whitham (1958) (CCW for
short) in the light of his numerical results. He improvised the coefficients
in the shock law according to this approximate theory and concluded that,
in contrast to the implosion problem, the shock propagation law obtained
through the CCW approximation was in error by 15% or more.

3.6 Strong Explosion into a Power Law Density

Medium

It is of both physical and mathematical interest to study strong explosions
in a medium whose density decreases with distance according to some law,
say, p1 = Ar~“, where A and w are positive numbers and r is the distance
measured from the point of explosion. It turns out that, in the spherically
symmetric case that we consider here, the solutions are of two kinds depend-
ing on the parameter w. If w < 5, we have generalisations of the well-known
Taylor-Sedov solution (see section 3.2), which can, in fact, be found in an
(implicit) closed form. These constitute the familiar self-similar solutions of
the first kind, as defined by Zeldovich and Raizer (1967). Typically, for this
class of solutions, no constants with the dimension of length or time occur
among the parameters appearing in the boundary conditions. Besides, fluid
dynamic equations do not contain any dimensional constants. The param-
eters with the dimensions of length or time characterising the flow can be
constructed from initial/boundary conditions. These parameters describe
the length and time scales typical of the early time flow. For large times
(and distances) these length and time scales do not characterise the physi-
cal processes. The early flows however are fully described by the self-similar
solutions of the first kind.
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In another class of self-similar solutions, the governing PDEs can still
be reduced to ODEs by the similarity transformation, but the parameters
appearing in the problem do not fully determine the flow. The unknown
parameter (in the shock law in the present case) for the class of problems
under study must be found from the solution of an eigenvalue problem (see
section 3.5). This solution must satisfy the Rankine-Hugoniot conditions at
the shock and pass through an ‘appropriate’ singular point of the reduced
nonlinear ODE in the (nondimensional) sound speed square—particle veloc-
ity phase plane. The most famous example of this second kind of self-similar
solutions is the so-called Guderley’s convergent shock problem (see Zeldovich
and Raizer (1967); see also sections 3.5 and 6.1). The curious thing about
the present problem—propagation of a strong shock into a (power law) inho-
mogeneous medium—is that the parameter w in the density law has different
ranges for which either self-similar solutions of the first or those of the sec-
ond kind exist. There is a transition point w = 3 where the solution changes
its character from the first kind to one of the second kind. This parametric
dependence makes this problem particularly interesting. We discuss here the
spherically-symmetric case, although the discussion can be easily extended
to cylindrical and planar cases. This problem is discussed in the present
section and the next.

The equations of motion in spherical symmetry are

1
U + U, + ;pr =0, (3.6.1)
2pu
Pt + puy + upy + % =0, (3.6.2)

B e

with the usual notation for u, p, p, and . The strong shock conditions are

2
+1

pr = 1_1p1, (3.6.5)
2

p2 = 7+1plU2, (3.6.6)

where the suffixes 2 and 1 denote values immediately behind and ahead of
the shock, respectively. U is the shock velocity.
The density distribution ahead of the shock is chosen to be

A
pL=— (3.6.7)

rw’

where A and w are positive constants. The parameter A has the dimension
[A] = M L*~3. The shock considered here is strong, the undisturbed pressure
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p1 is assumed to be zero. Thus, we have the following ‘parameters’ appearing
in the problem:

w,v,A, Eg,r,t, (3.6.8)

where Ej is the energy of the explosion, [Eg] = M L?>T~2. It is easily checked
from a dimensional argument that all the (dimensionless) quantities are
functions of the ‘parameters’,

Aa\ Y/ G—w) r
w, ", A:(E—()) Yy (3.6.9)

where « is a constant to be determined. The (nondimensional) solution
must depend on the similarity variable A. The shock locus itself is given by

1/(5—w)
A = Ao = constant, 719 = Ay (%) t2/(5_“’), (3.6.10)
5—w)/2
podr_ 2 27 (@)1/2 P2 (36.10)
dt S5—wt 5—w Aa 2

The constant « is chosen such that A = Ay = 1 at the shock. With this
choice of «, we have

A= r’ (3.6.12)
The relation (3.6.11) implies that the shock will decelerate if w < 3 and
accelerate if w > 3. The case w < 3, as we shall show in the next section,
corresponds to a finite spherical mass containing the center of symmetry; it
becomes infinite if w > 3. Equation (3.6.10) shows that the shock starting
from r = 0 at t = 0 propagates with finite velocity for t > 0 only if w < 5. We
shall consider the cases 0 < w < 3, 3 < w < 5, and w > 5, separately in the
present section and the following. Here we follow the work of Korobeinikov
and Riazanov (1959).

Introducing the similarity functions

o =0, (3.6.13)
P _
2 - g, (3.6.14)
D _

=h) (3.6.15)

into (3.6.1)—(3.6.3), we have the following reduced system of nonlinear ordi-
nary differential equations for f(X), g(\) and h(\):

T— ne-vive-we+y

>~
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< (1= 150) 2302 -]

2
x [2 <f - %A)Z % oy (y — 1)] _1, (3.6.16)
% _ h[?)(VTH)—V(%Jr%)} (f-”THAyl. (3.6.18)

The boundary conditions (3.6.4)—(3.6.6) at the shock A = 1 become
f(1)=g(1)=h(1)=1. (3.6.19)

The symmetry condition at the center of explosion A = 0 (corresponding to
r = 0) requires that the particle velocity there is zero so that from (3.6.13)
we have

£(0) = 0. (3.6.20)

The system (3.6.16)—(3.6.18) must be solved subject to the conditions (3.6.19)
and (3.6.20). It may be verified that this system admits two intermediate
integrals—the energy integral and the integral of adiabacy (see Sedov (1959)
for details):

A i_’y_ﬂ><m_i)‘l
I~ oy (A - —-2) (3.6.21)
1_ﬂ

These integrals satisfy the conditions (3.6.19) and (3.6.20). Using these
integrals it is possible to solve the system (3.6.16)—(3.6.20) in an (implicit)
closed form in terms of the function

_f
F=x

(3.6.23)

We thus have

o - e )

{ 2(3y — 1) (’y+1 5—w

F)] - . (3.6.24)

T—y—(+1w\ 2 3y—-1
2 1 aztwag
g(F) = FM;{_V(F_l)
y—1 2y

=) e
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_ astwan
o (7—{—1 S —w —F) 7
2 3v-—-1
(3.6.25)
2 1 1+as
WF) = Pﬁé[————-<ljl———F>
v—1 2
(| 237 = 1)
T—vy—(+ 1w
_ o+ (w—2)a
y (’y—i—l 5 —w —F) ’
2 3vy-—-1
(3.6.26)
where
2
§ = — 3.6.27
=, (36.27)
ap = T+ —0—ay, ag= 1_77,
3y—1 2y +1—wy
3_ _ _
oy = 0w, = Bwbmw)
2v+1—yw 6—3y—w
w(y+1)—6
_ - 3.6.28
s 6— 37 —w (3.6.28)

Korobeinikov and Riazanov (1959), who extended the results of Sedov (1959)
to cylindrical and plane geometries, used the function F' rather than V:

4
V=—r—Y——7--—F 3.6.29
G0+ (3:6:29
It is easily seen from (3.6.23) and (3.6.24) that the solution extends to A = 0,
the center of explosion, only if

1>F>——. (3.6.30)

First we consider this case. We discuss special (singular) cases of this solu-
tion when either the RHS of (3.6.24)—(3.6.26) or a; (i = 1,2,...,5) defined
in (3.6.28) tend to infinity and therefore this form of the solution becomes
invalid. The coefficients in the former case become infinite when

_ =

= . 3.6.31
v+1 ( )

w = w1

For this singular case the original system (3.6.16)—(3.6.18) admits a simple
exact solution satisfying (3.6.19) and (3.6.20):

F=XA g=X h=X. (3.6.32)
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a; (i=1,2,3,4) tend to infinity when

2y +1
thty (3.6.33)

W — Wy =

In this case, if we use the energy integral (3.6.21) in (3.6.16) and (3.6.17) to
eliminate h, we get the system

- ey gy
UERIED)
« [7 (%)2 Yo 1)§ + %’11 B , (3.6.34)
£ et

(3.6.35)

where w = w9 is given by (3.6.33). Writing f = AF in (3.6.34) we may
integrate it and satisfy the relevant boundary conditions in (3.6.19) and
(3.6.20). We thus have

B 2 v+ 1\
— 202 -

A v {7 -1 (F 2y )]

1-F
xexp |—(y+ 1)d2 , (3.6.36)

F—(y+1)/2y
where )

09 = pr— (3.6.37)

Using the intermediate integrals (3.6.21)—(3.6.22), we get an explicit form
for g(F') and h(F') for this special case:

3—2 1)]4
g(F) = F2erDs {L (7_“ _ F)][ oL
v—1 2

Xexp [2(7 +1)ds (17_+F1 ) /27} : (3.6.38)

2 +1 702
— 662 i _
e = e = ()

9 1\ 13792
x {7——71 (F _ %)] . (3.6.39)
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A similar procedure gives the solution for the other singular case
w = w3 = 3(2 —y) when ay and a5 tend to infinity (see (3.6.28)):

AF) = F2% [L (V_H _ F)]W
v—1 2
2 1\1%
x L—Wl <F— 7;; )] , (3.6.40)
3y—5)8
g(F) — F6(2—7)52 [i ("}/——i-l _ F>:|( 7=5)02
v—1 2
3(y—1)8
e (-2
-1 2y
1-F
Xexp [—3'7('7 + 1)52 E‘| , (3.6.41)
2
2 +1 2(2v7—3)d2
— pt& |4 (2T _
W) = e[ ()]

- F ] (3.6.42)

X exp [—37(7 + 1)52%17
o - F

To give an idea of the energy of explosion for these singular cases we observe

that )
"2 [ pu P 2
Ey=4 —_—+ — dr. .6.4
0 77/0 (24-7_1)7“ r (3.6.43)
Putting the similarity form of the solution (3.6.13)—(3.6.15) into (3.6.43), we
have the form (3.6.10)—(3.6.11) of the shock law provided that

B 872 1 9\ 19
0(19) = 3oy /0 (h+ gf2)AZdA. (3.6.44)

For the first singular case (3.6.32) with w = (7—7)/(y+1), (3.6.44)
assumes the explicit form

Smy+1 1 2
a(y,wr) = 351 <37 — 1) . (3.6.45)

The expressions for « for other singular values w = ws, w3 may be found
similarly.

Korobeinikov and Riazanov (1959) indicated how these singular solutions
may be obtained from the general solution (3.6.24)-(3.6.26) by taking the
limit w — w; (1 = 1,2,3). They specifically showed this for the special
case w3 — 0, that is, v — 2 (see below (3.6.39)). The main conclusion of
their study is that the solution of the problem of a strong explosion into
an inhomogeneous (or homogeneous) medium is continuous in v, as may be
expected from the form (3.6.1)—(3.6.3) of the basic equations and the BCs
(3.6.4)—(3.6.6), provided v > 1.

We continue this study in greater detail in the next section.

7 -1
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3.7 Strong Explosion into Power Law Nonuniform
Medium: Self-similar Solutions of the Second
Kind

We discussed in the previous section self-similar solutions of the first kind
for the parametric regime 0 < w < 3 (see (3.6.7)). It turns out that
w is a crucial parameter in deciding the nature of the solutions describ-
ing propagation of (point) explosion waves into a medium with density
po = Kr~". Indeed, for w > 3 the so-called self-similar solutions of the
second kind make their appearance. Here the shock trajectory is not given
by dimensional considerations of the physical parameters that appear in the
problem (see section 3.6), but is found from the condition that the self-
similar solution must pass through a singular point of the reduced ordinary
differential equation in the sound speed—particle velocity plane. The best
known example of this kind of solution is Guderley’s (1942) solution for
converging spherical or cylindrical shock waves. This matter is discussed in
great detail in the last chapter of the book by Zeldovich and Raizer (1967).
In the sequel we follow the work of Waxman and Shvarts (1993).

Here we seek a self-similar solution in a slightly different form. The flow
equations in terms of particle velocity u, sound speed ¢ and particle density
p may be written for the case of spherical symmetry as

1
U + Uty + ;pT =0, (3.7.1)
2u
ot +upr +p <u7~ + 7) =0, (3.7.2)
— 2
¢ + ue, + (%) (cur + ﬂ) =0. (3.7.3)
r

The solution of the system (3.7.1)—(3.7.3) is sought in the form

u(rt) = REU(E), (3.7.4)
c(r,t) = REC(E), (3.7.5)
p(r,t) = Bt’G(¢), (3.7.6)
where
&(r,t) =r/R(). (3.7.7)

The shock radius R(t) in the above is assumed to follow the law
R(t) = At“, (3.7.8)

where A > 0 is a constant, and « is a parameter to be determined.
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In the analysis of Waxman and Shvarts (1993) it is assumed that the
flow due to the strong explosion takes place over a length scale given by
R(t) and that this scale diverges as t — oo. Moreover, the boundary condi-
tions at the shock front are determined by a single dimensional parameter K,
which appears in the undisturbed density distribution, pg = Kr~%. In the
Taylor-Sedov type solution the second relevant parameter is the energy F
of explosion. As explained in section 3.6, the similarity form (3.7.4)—(3.7.7)
requires that the nondimensional constants A and B and the similarity ex-
ponents « and 3 are related by
E ) a/2 2

,

A = ¢(v,w) (E

= KA, f[f=-aw. (3.7.9)

¢ is a dimensionless function of the dimensionless constants v and w; it arises
from the assumption that the energy of explosion is the energy of flow for
all time.

It is clear from (3.7.9) that o becomes infinite when w = 5. It is positive
for w < 5 and negative for w > 5.

The main point of the work of Waxman and Shvarts (1993) is to show
that, for the present problem, the first kind of solutions in the Taylor-Sedov
similarity form are available only when w < 3. In this case the energy of the
explosion is the appropriate second dimensional parameter. For w > 3, it
is shown that the self-similar form alone does not give a full description of
the flow. In this case the explosion energy becomes infinite and is not the
relevant second dimensional parameter. The asymptotic self-similar solution
must then be of the second kind. The other relevant parameter in this case
is found by using the condition that the self-similar solution passes through
an appropriate singular point of the flow equations. It is pointed out that
the energy divergence itself does not imply that the Taylor-Sedov type of
solution cannot describe the asymptotic flow due to the strong explosion
for w > 3. The inconsistency in the present case arises from the fact that,
for a Taylor-Sedov solution, the divergence of the energy implies that the
flow in some region whose size diverges in proportion to R depends on the
initial length and time scales as R diverges; this does not happen for the
self-similar solutions of the first kind. The self-similar solution of the second
kind holding in this case with w > 3 possesses infinite initial energy.

We may reduce the system (3.7.1)—(3.7.3) via (3.7.4)—(3.7.8) in the man-
ner of section 3.6 to the (U, C) plane, and also derive the equation connecting
& and U. For details we refer the reader to the last chapter of Zeldovich and
Raizer (1967). We thus have

dU  A(U,0)
dlogé  A(U,C)’

(3.7.10)
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dC AU, 0)

= 711
dlog¢ AU, C)’ (3.7.11)
or ( )
au AU, C
_— = — 7.12
iC = AU, C) (37.12)
and ( )
dlogé AU, C
= 3.7.13
dUu A(U,C)’ ( )
where the functions A, Ay, and Ay are defined by
A = C*-(1-0U)% (3.7.14)
A = U1-D) (l—U—a_l)
oY
—C2 <3U _ w2l Wa]) , (3.7.15)
Y
—1
Ay = C{(l—U) (1—U—O‘a )
-t _ a— 1) _ o
v (2(1 )+ =) -c
(v — Dw+2[(a—1)/a] C? ]
+ > —|- (3.7.16)

The density function G in (3.7.6) is obtained from the first integral

C72(1 — D) GY 1232 = constant, (3.7.17)
where
Ao e ;F_Q[i)o‘ — /el (3.7.18)

The strong shock conditions (see section 3.6) in terms of the similarity func-
tions U, C, and G may be written as

Uul) = % c(1) = 7W G(1) = 1—4:1 (3.7.19)

Before discussing the case w > 3, it is instructive to consider the Taylor-
Sedov type of solution via energy arguments. The total energy contained in
the region £ < ¢ < 1, corresponding to &1 R(t) < r < R(t), is given by

E R d 4 2 (1 2 + 1 2)
1 = rdrrip | —u® + ———c¢
&R 2 Y(y —1)

1
71)02) (3.7.20)

. 1
= 4rKR>“R? [ d¢ &G <1U2+
& 2 ’Y('Y_
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or, on using (3.7.8)—(3.7.9),

B = [47r (5_%)2&“) /5 1 dg &'

XCI<%U2%—;?ijjCﬂ)} x E. (3.7.21)

Thus, the similarity form of the solution leads to £ which is independent
of time. This is possible if the work done by a fluid element, which lies at
& at time t, on the fluid that occupies the domain £ > £; during the time
interval dt, equals the energy that leaves the region &1 < £ < 1 during the
same time through the surface £; = constant. This argument is expressed
mathematically in the following manner. The work done by a fluid element
at & at time ¢ (that is, at 7y = £ R(t)) on the fluid that occupies the region
r> & R(t) in time dt is

4717”%11(7“1, t)dt'y_lp(rl, t)c2 (r1,t)
= 4y KRV REU (61)G(6)CP (1) dt.
(3.7.22)

The energy that leaves & > &1 during the same time through the surface
&1 = constant is

4777‘% [£1R —u(ry, t)]dt (%p(rl, u?(ry,t) + ﬁcg(rl, t))
= 4my T KRR - U (6)]G (&)
x (JU%(&) + 252 (&) dt. (3.7.23)
Comparing (3.7.22) and (3.7.23), we have

o2 =HUa-U)
2 O

(3.7.24)

Therefore, the equation for the curve (§,U) is obtained from (3.7.13) as

VU2 —2U +[2/(vy + 1)]
UU -1Dp—w—(3y-1U]

dlogé _
aw

+1) (3.7.25)

Now we show that U(log&) is an increasing function of its argument
for w < (7 —7)/(y +1). The numerator in (3.7.25) is always positive for
v > 1. The term [5 —w — (37 — 1)U] in the denominator of (3.7.25) must
now be considered. Since £ decreases from 1 at the shock to 0 at the cen-
ter, log & varies from 0 to —oo correspondingly. Thus, [5 —w — (37 — 1)U]
is positive for U < U(log& = 0) = 2/(y+1). Also, vU — 1 is positive for
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1/v < U < U(log& = 0). Thus, as log ¢ decreases from 0 to —oo correspond-
ing to £ decreasing from 1 to 0, U(log¢) also decreases and approaches the
value 1/. We may write (3.7.25) near U = 1/7 as

dlog{  f(v)
AU U—1/7

(3.7.26)

where f(7) is some positive function of v. Integrating (3.7.26), we have
¢ = constant - (U — 1/7)7). (3.7.27)

Thus ¢ tends to zero as U tends to 1/v. We find therefore that U(§) is
a strictly increasing function of £ that approaches 1/ as £ tends to zero.
By differentiating (3.7.24) we find that

dC? Ay =1)U[2qU? — (v +3)U + 2]
= R . (3.7.28)

The quadratic in U in the numerator of (3.7.28) has no real roots for
1 < v < 8 and is always positive. Therefore, C' is a decreasing function
of U. Also, it follows from (3.7.24) that C tends to infinity as U tends to
1/7.

The function [5 —w — (37 — 1)U] in the denominator of (3.7.25) assumes

the value (% - w) at the shock where U(1) = 2/(y + 1). The behaviour of

the solution is different depending on the sign of this term (see section 3.6).
For w > (7 —~)/(y + 1), the self-similar solution has a void in the center.
There exists a region &, < & < 1 which is separated from the vacuum by a
tangential or weak discontinuity at & = £;,. In this case U tends to 1 and
C tends to zero as £ tends to &;,.

We now consider specifically the case w > 3 for which 3 > (7—~)/(y+1)
provided v > 1. In this case the solution curve approaches the point C' = 0,
U =1 as £ tends to &;,. Considering the local behaviour of the solution in
the neighbourhood of this point by analysing (3.7.24), (3.7.25) and (3.7.17),
we find that

UE) = 1-%@ (g%) (3.7.29)
cE) = {wlog (&%)]1/2, (3.7.30)

G(§) = const x {log (gﬂ_(ww—@/(:’mrw—ﬁ)

m

(3.7.31)

Using this local solution in the energy integral (3.7.21), one may verify that

Fi—o00 as & — &, for w>3. (3.7.32)
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Since the energy F1(&1) in & < £ < 1 for the Taylor-Sedov blast wave is
independent of time and, since it tends to infinity as &1 — &, for w > 3,
there exists a point & = &, for which E; equals the explosion energy E.
We conclude that the explosion from a finite energy can be described by
this solution only in the region &, < ¢, < ¢ < 1. There must be a different
flow in the range &, < & < ¢,. This contradicts the assumptions underlying
self-similarity since it implies that there exist initial length and time scales
which influence the behaviour of the flow over a scale of order R even as
R — oo. The region &;, <& < ¢, corresponds to &;, R <r < ¢ R. Thus the
energy of explosion tending to infinity alone does not explain the nonvalidity
of the Taylor-Sedov type of solutions for w > 3.

The above discussion also indicates that, for w > 3, the energy which
tends to infinity as & — &;,, cannot constitute a relevant dimensional pa-
rameter. This is a relevant parameter only for w < 3.

We observe that the inner boundary of the self-similar solution, & = &;,,
must be a particle path. For this to be true, dro(t)/dt = u[r = ro(t),t] so
that, using the definition (3.7.7) for £, we have, for £ = &y = ro/R,

dlog&] B
dlogR

U(log &) — 1. (3.7.33)

Since, at the inner boundary, U(log &) — 1, & = & is a solution of (3.7.33).
The curve r;y,(t) = & R(t) describes the path of a fluid element. Therefore,
there is no mass flow through this inner boundary of the self-similar solution.
All the mass swept by the shock is contained in the region &;, < £ < 1 and
the region & < &, is void. Also, the speed of sound (3.7.30) at the inner
boundary is zero, implying that the density is zero there.

For w = (7 —7)/(v + 1), the solution in the (U, C) plane degenerates to
the point solution U =1,C = 0.

Waxman and Shvarts (1993) argue that even when initial length and
time scales are relevant, self-similar solutions defined by (3.7.4)—(3.7.8) can
describe an outer region bounded by the surfaces r = r1(t) and r = R(t).
It is assumed that the flow in this region is independent of the flow pattern
in the inner region 0 < r < ry(¢). That is, it is assumed that the flow in
r1(t) <r < R(t) is fully determined by the conditions there at t = ty. It is
also assumed that r1(t)/R(t) — 0 as R — oo. The integral of the reduced
system of ODEs with appropriate shock conditions describes the outer flow
in this case. Under these circumstances, the initial length and time scales
influence the flow pattern only in the inner (irrelevant) region.

For such a separated flow, the upper boundary of the inner flow r = r1(t)
can be shown to be a C characteristic (Zeldovich and Raizer (1967)); the
self-similar solution of the second kind is now constructed following these
authors.
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The C4 characteristic

d
% =u+ec, (3.7.34)

may be written in terms of the similarity variables as

d R
Le X0 +0(e) -1),
or dlog ¢
0gs+
oo =UE) +0E) ~1 (3.7.35)

It is easily checked that the value of U+ C at the shock £ = 1 is greater than
1 so that the shock point lies above the sonic line U(£4) + C(€4) = 1 (see
(3.7.19)). The gradients (3.7.10) and (3.7.11) become infinite on the sonic
line U + C' =1 since A = 0 there. For the solution to remain single-valued,
the numerators in these equations must also vanish when U + C = 1. Thus
the parameter «v in (3.7.12) is found such that the solution starting from the
shock [U(1),C(1)] crosses the sonic line at a singular point. It will now be
shown that such a solution exists for all w > 3.

First, it may be observed that an exact analytic solution of this problem
exists for a particular choice of w = w, = 2(4y — 1)/(y+1). In this case the
exponent « in the shock law (3.7.8) is found to be (v 4 1)/2. This exponent
is quite different from that obtained from the Taylor-Sedov solution for
w = wg, namely, 2(y+ 1)/(7 — 37) (see section 3.6). The analytic form of
the solution for w = w, satisfying the boundary conditions (3.7.19) at the
shock & =1 is simply

uE) = % (3.7.36)
c) = 7”?(11_1)53, (3.7.37)
Gle) = z—ig—s. (3.7.38)

This solution also passes through the singular point
U=2/(v+1), C = 0 of (3.7.12) as £ — 0. It crosses the sonic line
U+C=1atU=2/(y+1),C=(y—1)/(y+1). This singular point also
exists generally for all (relevant) values of w and « and is located at the
point P: U = 1/a, C' = 0. All self-similar solutions for w > 3 cross the sonic
line and approach this singular point as £ — 0. Two examples considered by
Waxman and Shvarts (1993) are w = 3.4 and w = 5.5. The corresponding
values of o obtained by requiring that the solution of (3.7.12) starting from
the shock passes through the singular point (U = 1/a,C = 0) are found to
be 1.04 and 2.14, respectively. These agree very closely with the asymptotic
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form of the solution. For the direct numerical simulation of this asymptotic
solution, Waxman and Shvarts (1993) chose the initial conditions to be zero
velocity everywhere, constant density and pressure for < d, and zero pres-
sure and a density profile proportional to v~ for r > d. They used the
artificial viscosity approach of Richtmyer and Von Neumann (1950). The
asymptotic profiles agreed very well with the self-similar solution described
here. This is in contrast to the results from Taylor-Sedov type of solutions.
The latter exists for w = 3.4 but not for w = 5.4, a value greater than 5 (see
section 3.6).

We may observe from (3.7.12) that dU/dC = 0 when U = 1. Also,
dU/dC < 0 as C decreases from its value [2y(y — 1)]'/2/(y+1) at the shock
to 0 at the singular point; moreover, U < 1 behind the shock. We conclude
that the new singular point P (U = 1/a,C = 0) is important only when
o > 1. Thus the similarity exponent « for this self-similar solution of the
second kind is greater than 1 in contrast to that for the Taylor-Sedov type
of solutions for w < 3 when it is less than 1 (see section 3.6).

It is interesting to write the local solution of the present system in the
neighbourhood of the singular point P. First, we may approximately write
A, A1, Ay near this point from (3.7.14)—(3.7.16) as

A = _<1_l)2, (3.7.39)

s -
+ <w - 2[(0;_ /o] _ %) o2, (3.7.40)
Ay = —g (1 _ é) VT_l . (3.7.41)

With these approximations we may solve (3.7.12) in the form

const. x C2/30-1) v > 4/3,

U=—+4+1 fily,w,a)C%logC, ~=4/3, (3.7.42)
@ fa(y,w,a)C?, v < 4/3,
where
o= (2 L w- 2[(0;— 1)/a]) anr (3.7.43)
(3 w—=2(a—-1)/q] o?
fo = (E - 7 ) CESEEE (3.7.44)

The solution of (3.7.11) may now be written as

C(€) = const. x ¢30~D/2a=1) (3.7.45)
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Figure 3.12 The function a(w) for v = 5/3 for self-similar solutions of second kind
(Waxman and Shvarts, 1993).

The function G(§) is obtained from (3.7.17) as
G(€) = const. x ¢(ew=3)/(a=1), (3.7.46)

The second kind of solution presented above exists only for a limited range
of w values. The parameter a = a(w) for v = 5/3 is shown in Figure 3.12.

It is observed that « — 1 as w | wy for some wy, > 3 while @ — oo as
w T we for some we. wy and w, for v = 5/3 are 3.256 and 7.686, respec-
tively. For 3 < w < wy(7y), there is no a for which the integral curve in
the (U, C) plane crosses the sonic line at the singular point. The intervals
3 <w < wy(y) and w > w, for the density exponent need further investiga-
tion.

Waxman and Shvarts (1993) considered the qualitative nature of the
flows in the outer and inner regions, as described above. Their asymptotic
nature was confirmed with reference to the numerical solution of the basic
system of PDEs with appropriate initial conditions.

3.8 Point Explosion with Heat Conduction

In section 3.1, we discussed the Taylor-Sedov solution for a point explosion
in a self-similar form which gave the famous shock law, rg ~ 2/5. However,
this solution predicted an anomalous behaviour of infinite temperature and
infinite temperature gradient near the center of explosion. What caused this
singularity was the omission of the effect of heat transfer by conduction,
which is significant at such high temperatures. Indeed, the very early phase
(t — 0) of the phenomenon is essentially described by the heat equation

or 10 or
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3.8 Point Fxplosion with Heat Conduction 119

where the coefficient of heat conduction is given by
X = xop"T". (3.8.2)
Xo, @, and b are constants appropriate to a given material; here
a<0, b>1. (3.8.3)

Indeed, Barenblatt (1979) considered this equation with a = 0, subject to
the conditions

T(r0)=0  (r#0); 4rC /O T(r,0)r2dr = E,
T(oo,t)=0  (t>0), (3.8.4)

and found a self-similar solution of this problem. Here, r, is a positive
constant. The constant C'is related to x,. This solution describes a spherical
heat wave with a sharp front, which moves supersonically, much faster than
the hydrodynamic flow. The front of this thermal wave moves according to
i (t) o< t1/(3+2) " determined by the relevant form of the similarity variable,
namely, £ = rt~ Y62 Thus the shock wave according to Taylor-Sedov
solution and the thermal wave front move according to the same law only if
b =1/6. In a more realistic situation, b > 1, and therefore the trajectories
of the shock and the thermal front are different (see Figure 3.13). These
fronts intersect at a finite time t = t; at some r = r;. What actually
transpires in an intense explosion is that at the very early times the explosion
front is supersonic and is governed essentially by nonlinear heat conduction.
This front soon decelerates. There sets in behind it a large hydrodynamic
motion including an isothermal shock. As the thermal front decelerates, it
is overtaken by the isothermal shock at some time ¢ = ¢1. At this point the
heat front becomes subsonic and the shock front runs ahead of it. The flow

1.0 \ \ \ ]
X
Q&
«©
\k;
@)
(0)
~ &
< "
- on 1
z 0 neat
o
1.0 \ \ \ \ \
-3 -2 -1 0 1 2 3
log(t/t;)

Figure 3.13 Trajectories of shock front and heat front driven by a strong point
explosion in a uniform gas (Reinicke and Meyer-ter-Vehn, 1991).
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from now onwards is governed by the Taylor-Sedov solution except in a
central region where heat conduction still plays an important role and keeps
the temperature finite.

In a paper by Reinicke and Meyer-ter-Vehn (1991), an attempt was
made to combine these two transport processes—hydrodynamic and thermal
conduction—in the framework of self-similarity with both shock front and
heat front running against each other. Since the equations of motion with
heat conduction do not admit a similarity hypothesis as such, an additional
freedom was introduced by regarding the medium ahead of the disturbed
region to be stratified according to pg ~ p* with k ~ —2. This enables
complete self-similarity with physically reasonable parameters for the coeffi-
cient of heat conduction. By varying the energy release E of the explosion,
the situations with different ratios 7 /75, corresponding to the heat front rp,
running behind the shock rg or vice versa, can be realized. The qualitative
features in the self-similar solution—the occurrence of two sharp fronts and
the way they shift against each other as a function of Fy—are also charac-
teristics of the non-self-similar solutions. The artifice of varying the density
ahead of the disturbed medium proves handy in achieving self-similarity
and hence a fairly comprehensive qualitative analysis of the problem. In the
sequel we follow the work of Reinicke and Meyer-ter-Vehn (1991).

The gasdynamic equations in different geometries, with the inclusion of
the heat conduction effects, are

Pt +upr + Tnp_l (r"u) = 0, (3.8.5)
Uy + U, + %pr = 0, (3.8.6)
et + ue, — %(pt +up,) = —(pr" H7LS),, (3.8.7)
where

S = —Xg—f (3.8.8)

and .

p

=y, =TT (3.8.9)

Here, I' = (y — 1)"'R, and n = 1,2,3 for plane, cylindrical and spherical
symmetries, respectively. The coefficient of heat conduction y is given by
(3.8.2) and (3.8.3). For the electronic heat conduction in a plasma, a = 0,
b = 5/2, for radiative heat conduction in Dyson’s limit, a = —1, b = 4, and
for radiative heat conduction in a fully ionised plasma, a = —2, b = 13/2.
Reinicke and Meyer-ter-Vehn (1991) carried out invariance analysis of
the above system of PDEs, considering the boundary conditions at the heat
front and the isothermal shock, and arrived at the following form of the
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similarity solution:

where

<

/\

Clel*)
¢ and gg are constants. The system (3.8.5)—
of nonlinear ODEs for U(§), ©(), and G(§) provided
(a—1)k=(2b—1)(a" ' = 1)+ 1.
The reduced system of ODEs is
U —(1-U)(InG) + (n+k)U =0,

1-U)U +U(a"! —U) = 0[In(2*Go),

2AU" + nU — u(a~" — )] = u(1 - U)[In(€20))

= 6o0°G ¢V (In©)" + [In(£*0))

x{n -2+ a[ln(¢"G) + (b+ 1)[In(*0)]'}),

where '=d/dlng, pu=2/(y—-1), and
Bo = [2x (a¢/*) P T g5~ Jsgn(t).

It is convenient to introduce the variables

HE) = §°G(E), o= (2b—1)/a(l —a),

W) = —BoH"'e'I(E?o)]'/2.
It follows from the identity

S(rt)/p(r,t) = a(r/)W (),

121

(3.8.10)

(3.8.11)

(3.8.12)

(3.8.13)

(3.8.9) now reduces to a system

(3.8.14)

(3.8.15)

(3.8.16)

(3.8.17)

(3.8.18)

(3.8.19)

(3.8.20)

that W represents a reduced heat velocity. In terms of W (§) and H(€),

equations (3.8.15)-(3.8.17) can be written as
(In©) = —2[1 + W/ H*16")],

U'+U~-1)(InH) =0 — (n+k+o0o)U,
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(U-1U'"+0(H) = U !-U)+0[2W/5,H* 1"
—k — o],
(3.8.23)
W' +U' +W(nH) = (W/GH*'e"
X[u(U = 1) +2W] 4+ p(a™t = 1)
—nU — (n+k+o)W. (3.8.24)

Solving for the derivatives from (3.8.21)—(3.8.24), we have
dng dnH dU  dn® dW

Ne = Mg~ N Ne ~ Nw (3.8.25)
where
N£ = (1_U)2_®7
NH = —(n+k+a—1)N5+N2,
Ny = (1-U-—n—k)Neg+ (1—U)No,
No = AN, (3.8.26)
Ny = {(n—-1DA-U)=W+k+pula=t-1)
—2+ AW —pu(1-U)/2]}Ne
and
A = (InO®) = —2[1+ W/B,H* 0",
Ny = OA+3-n)+(k+n+at-2)1-U) (3.827)
—(a7t = 1).

The above form is useful for local singularity analysis, which is crucial for
numerical integration of the system (3.8.25). In the five dimensional space
[Iné, U,0Y2, (In®)’, H], the main singularity falls where N¢ =0, that is, on
the ‘sonic’ hyperplanes

U=1+(0)"2 (3.8.28)

For the derivative d(In®)/dU to be finite, Ny and Ng must each vanish
along (3.8.28), requiring that Nj is also zero herewith:
n—2+alt+k alt-1

In®)’ =n—3+ + 3.8.29
(1n6) O=(U-1)? U-1 (U -1)? ( )

(see (3.8.27)). An investigation of the second derivative of £ shows that it
reaches its maximum or minimum at the above crossing point and, there-
fore, the corresponding solution curves U(£), O(§), H(§), and W (¢) are
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double-valued and hence nonphysical. Physical solutions may be obtained
by introducing a shock discontinuity connecting points on different sides of
the sonic plane.

A local analysis near the center £ = 0 is necessary to identify those
(physical) solutions which give a finite pressure there. For the nonplanar
cases n # 1, a local analysis of the system (3.8.21)—(3.8.24) shows that, for
& ~ 0, we have

U~ Upf”, G GoeF, 0~y 72, (3.8.30)
where we may identify
w=0, Uy=(—k)/(d+n). (3.8.31)
These values lead to one of the following possibilities:

i) d=mn—-2)/(b+1—a), n=23; (3.8.32)
i) 6=0; (3.8.33)

i) §=-2/(b+1-a),

20Uy — 2u(a™ — 1) + p(1 — Up)d = —onfy@fGa . (3.8.34)

iv) —2<d<-2/(b+1-a),

20Uy — 2p(at — 1) 4 p(1 — Up)d = 0. (3.8.35)

In physical variables, these asymptotic behaviours (r — 0) would have the
form

~y

~ T/t (3.8.36)
P8 p0(2+8)-2

~Y
)

r—l—6(b+1—a)ta[é(b+l—a)+4+k]—3

»n N 2 o

~

The cases (iii) and (iv) place severe constraints on the parameters. Cases
(i)—(ii) lead to some interesting solutions. For case(i), the local behaviour
near £ ~ 0 can be written out as

U = Up+Ui§+---,
G = Go&F1+Gie+--2), (3.8.37)
O = O A+ TE+-),
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where Gy, ©g, and T} are free parameters while
Gi=-T, U= [(1 — Uo)/(4 + (5)]T1 (3.8.38)

(see (3.8.31) for Uy). We may observe from (3.8.373) that the heat flux near
r = 0 tends to infinity like 2.
The case (ii) alone gives finite temperature at r = 0. Defining

£ =¢62/(20¢), z=pO51G¢!, a constant, (3.8.39)

one may write the local solution at r =0 as

L 00 % N\
U= Lt (Z #m'zj> &,
i=1 \j=0

G = Go¢ |1 +§: ( Z %,jzﬂ'> 5} , (3.8.40)
7=0

i=1

i oo f[i-1
© = 6?1 +> (Zﬂ;,jzj) 51] ,
| =1 \j=0

where the coefficients p; ;,v;; and 7; ; are independent of ©g, G, and (.
The first coefficients in (3.8.40) are

2+ 2k/n .
H1j5 = TQ/’YL]V J = 1727
E+plat—1
L0 = —7,0= htplem — 1) i ), (3.8.41)
k (1 k)
1 = ——\|(—+—].
’ 2n \a n

For this case, the heat flux at r = 0 may be checked to tend to zero like 7.
Moreover, the temperature at » = 0 has a relative maximum or minimum
depending on whether k + 2(a= — 1)/(y — 1) is positive or negative. We
may also observe that 71 + 7;,0 = 0 holds for all . Therefore, reverting to
physical variables p and T" and using (3.8.40) one may check that the pressure
becomes independent of r. Thus, the flow is nearly isobaric in the central
region. This condition seems to hold even for non-self-similar regimes and
is made the basis of an analytic approach by Reinicke and Meyer-ter-Vehn
(1991).

It is important to have a local solution in the neighbourhood of the
front of the heat wave which runs into a cold medium with the density
distribution po(r) oc r¥. Thus, the boundary conditions at the heat front,
which is assumed to be given by § = {;, are

©—0, U—0, G—1 S—=0 as {—¢. (3.8.42)
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3.8 Point Fxplosion with Heat Conduction 125

Assuming the local solution satisfying (3.8.42) in the form

U = Uyl — x|, G=1+GC|1—z|%,
O = Ogl—as, a=¢/, (3.8.43)

introducing it into (3.8.15)—(3.8.17), and balancing the terms etc., one may
arrive at the following determination of the parameters:

fr=02=P3=1/b, Gi1=Uy= 0y,
Bo Ub§ (2b-1) /asgn(l —x) = pb. (3.8.44)

The last equality in (3.8.44) requires that Gy(1 — x) is positive. Observing
the definition of By below (3.8.17), we infer that ¢(1 —z) > 0. This implies
that, for an exploding heat wave, time must be taken to be positive. The
normalisation G — 1 at the front is possible since (3.8.12) contains an
arbitrary dimensional constant gg. It is clear that if the solution joins two
singular points this choice can be made use of at one of the singular points
only. To get a better approximation, Reinicke and Meyer-ter-Vehn (1991)
used the local solution (3.8.43)—(3.8.44) to connect the functions and write
the solution in the form

G = 1-0U)",
6 = U1-U), (3.8.45)
W = [p—(p+1)UJ/2

This leads to the integral

U

(26— - —a
e = —Bogy /O y -y
1 -2y
X ay
p—(p+1y

The approximate solution (3.8.45)—(3.8.46) holds in the neighbourhood of
the thermal front { = {;, that is, = 1. It is obtained analytically from

(3.8.15)—(3.8.17) by ignoring smaller terms in this neighbourhood.
Finally, the isothermal shock conditions are (see Marshak (1958))

(3.8.46)

T, = T,
p2(uz — D) = pi(w — D),
p2+i*/p2 = p1+5%/pr, (3.8.47)
- D 2 S - D 2 S
E2+]2+M+_2 - E1+}£+(UI ) +_1
P2 2 J Pl 2 Jj

where D is the shock velocity and suffixes 1 and 2 give conditions ahead of
and behind the shock (see (3.8.8) for the definition of S).
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The system (3.8.47) in terms of the similarity functions ©, U, G and W
may be solved in the form

0y = 0,=0,

U = 1-6/0-U), (3.8.48)
Gy = [(1-11)*/6)G,
W, = ow; —{[(1 - Uy)* —e?]/2(1 - Uy)}

(1—-0Up)? '

We shall now describe the numerical integration of the self-similar system
of equations describing a point explosion with heat conduction. We first
discuss the parameters involved. The density distribution in the undisturbed
medium pg = gor* fixes the constants go and k. (The latter appears in the
shock conditions too.) The energy of the point explosion Ey at » = 0 is also
prescribed. The total energy of the explosion may be written as (see section
3.7)

By (t) o tont2+k) =2 (3.8.49)

and is therefore constant if
an+2+k)=2. (3.8.50)

For an explosion in a nonheat-conducting uniform medium we have n = 3,

k = 0 and, therefore, o = 2/5 from (3.8.50), confirming the famous shock

law R, = £,(t*/°. In the present case, the self-similarity condition (3.8.14)

and the constancy of total energy (3.8.50) fix the parameters « and k as
2b—2a+1 (2b—1)n+2

_ __@olnt2 851
20— (n+2)a+n’ k 20 —2a+1" (3:851)

(07

in terms of the exponents a and b in the heat conduction coefficient in (3.8.2)
for different geometries n = 3,2,1. Since a < 0 and b > 1 in (3.8.2), (3.8.51)
implies that 0 < o < 1 and —n < k < 0. For given values of the parameters
a, b, and ~, the solution depends now on the dimensional parameters Fy, gg,
and 2xo/I'**!, which combine to give the dimensionless parameter

A= [QXO/Fng(l)_a](Eo/go)b_1/2- (3.8.52)

For sufficiently large explosion energy Fy, A is large and so the leading front
moving into the undisturbed gas ahead is a heat wave and is described by
£ = rp/(CtY). In this case it turns out that the solution curves in the
(U, et/ 2) plane have to connect points on the two sides of the sonic discon-
tinuity. This transition must therefore be brought about by an isothermal
shock. For an appropriate choice of ¢ (see (3.8.13)), this shock may be
identified as § = £ = 1 < . As the strength of explosion A decreases,
s decreases until {; — &; thereafter, the flow is headed by a strong shock
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3.8 Point Fxplosion with Heat Conduction 127

wave, the flow resembling the usual hydrodynamic explosion with heat con-
duction dominating only near the center of explosion.

The integration of (3.8.21)—(3.8.24) may now be performed as follows.
Starting at the heat front with U = 0, © = 0 (cold conditions ahead) and a
trial value of [y, we choose some value £y > 1 and integrate in the direction
of decreasing ¢ (see the approximate solution (3.8.45)). We continue the
integration to the point & = 1 and apply the shock conditions (3.8.48) to
cross the sonic line U = 1 — v/O. We continue the integration towards
¢ = 0. As we vary the parameter 3y (see below (3.8.17)), a family of curves
is obtained all except one of which run into the upper or lower sonic line
and therefore are unphysical. The exceptional integral curve goes through
the singular point (—k/n,c0) in the (U, ©'/2) plane, which corresponds to
¢ = 0. From the definition of 3y, A in (3.8.52), and the energy equation, we
find that

X&) = Bol€p)IEnNY2, (3.8.53)
Eo/go = go(aCt™)2I(¢y), (3.8.54)

where
He) =2r [ NGO + (g (3.8.55)

(cf. (3.1.25)). Here ( is obtained in terms of Fy/go; Eo and go are known
parameters. The parameter A({y) fully determines the solution of the prob-
lem.

Using the similarity transformation (3.8.10)—(3.8.14), the entropy equa-
tion may be written as

p/p? =r"A(¢), (3.8.56)

where
e=k(y—1)+2(at-1) (3.8.57)

and A(¢) is the reduced entropy function. If we use (3.8.51) in (3.8.57) to
express the latter in terms of a and b only, we may verify, using (3.8.3), that
there is a temperature maximum at the center if ¢ > 0. It is a minimum
if € < 0. This point has been discussed earlier. € determines the radial
distribution of entropy. For the nonheat-conducting case (see section 3.2),
the temperature near the center of the explosion is given by

T(r,t) oc =/ D=l =2n=k)/(v=1) (3.8.58)

It diverges or vanishes as r — 0, depending on the sign of €. The inclusion of
heat conduction makes the temperature at the center finite with a relative
maximum or minimum there. € > 0 (e < 0) corresponds to v < v (v > 7o),
where

Y =14 12n(1l —a)—2]/[(2b — 1)n + 2]. (3.8.59)
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Taylor-Sedov solution (without the effect of heat conduction) exists pro-
vided v < 1, where

y=0Bn-2+k)/(n—2—k), (3.8.60)

(see section 3.2). This condition changes to v > ~; if 73 < 0. For k = 0,
n =3, y1 = 7, we have the well-known Primakoff solution for water which
has constant (reduced) velocity U and temperature © and is distinct in
character from the Taylor-Sedov solution. Reinicke and Meyer-ter-Vehn
(1991) used (3.8.60) for v with k given by (3.8.51) for the heat-conducting
case and found it a ‘reasonable’ condition here too.

The transition of the heat front to a strong shock is analytically examined
by using the approximation (3.8.45)-(3.8.46) in the limit {; — & = 1. In
this limit, By tends to 0 (see below (3.8.17)). It then follows from (3.8.19)
that the heat velocity W = W5 behind the shock vanishes since Ho, ©2, and
(©’) are finite there. With Wy = 0, the shock conditions (3.8.48) reduce to

Up=p/(1+p), Ga=p+1, O=p/(p+1),

corresponding to those with no heat conduction. Here, u =2/(y — 1).
Figures 3.14 and 3.15 show typical self-similar flows in spherical symme-

try with a strong heat conduction with 8y = 7.12x 107 and ¢ ¢ = 2 and weak

heat conduction with 8y = 2.14 x 10 and {5 = 1 + 10~7. The parameters in

(a) (b)

/T,

o] 1.0 2.0
r/rs

Figure 3.14 Spherically symmetric self-similar flows with a strong heat conduction
with By = 7.12 x 107 and &; = 2. The dashed lines mark the shock front (Reinicke
and Meyer-ter-Vehn, 1991).

© 2004 by Chapman & Hall/CRC



3.8 Point Fxplosion with Heat Conduction 129

~ L
> =
9] 0.5 1.0 Q 0.5 1.0
r/rs r/rs
(©
1.0 1.0
o -
4 <
> B
0 0 i
0 0.5 1.0 0 0.5 1.0
r/rs r/ts

Figure 3.15 Spherically symmetric self-similar flows with a weak heat conduction
with Bp = 2.14 x 10 and &y = 1 + 10~7. The thin dashed lines mark the shock
front; the dashed lines behind the shock represent the solution without any heat
conduction (Reinicke and Meyer-ter-Vehn, 1991).

the heat conduction coefficient (3.8.2) are chosen to be a = —2, b = 13/2,
while v = 5/4. The cases (a)—(d) in each figure show normalised tempera-
ture, density, heat flux and velocity, respectively.

In the conduction-dominated case, the heat front is located at r/rs = 2,
far ahead of the shock at r/rs = 1. In this case there is a large heat flux
in the region 1 < r/ry < 2. The particle velocity and density have large
values just behind the shock front at » = rs. Figure 3.15 shows essentially
the hydrodynamic case with a strong shock at the head with typical density
and velocity discontinuities and vanishing heat flux. The heat wave itself
has now retreated to the inner region; there is, however, a makedly sharp
front in the temperature and heat flux at r/rs &~ 0.5. It is also observed
that the pressure in the heat region is almost constant.

It was found from the computational results that as Ej is increased by
a factor of 14, keeping all other parameters fixed, there is a drastic change
from a hydrodynamic (Figure 3.15) to a heat transport mode (Figure 3.14).
If Ey is further multiplied by 2 so that £7/&s ~ 20, the total explosive wave
assumes the character of Barenblatt’s pure heat wave solution. Contrarily,
if Ey is reduced to values below those indicated in Figure 3.15, £¢/&s — 0
with the heat wave present near the center only. The work of Reinicke and
Meyer-ter-Vehn (1991) concludes with an interesting analysis of the solution
in the inner region, based on the observation that the pressure determined
by the hydrodynamic motion is almost uniform there and remains unaffected
by heat conduction. Assuming the pressure to be a function of time alone,
as given by the purely hydrodynamic Taylor-Sedov model, the equations
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of motion were solved by a non-self-similar analysis; the medium ahead is
assumed to be uniform. For large ¢, an interesting flow regime develops.
Here, the total explosion, with a shock front at r; oc t* as well as an inner
heat wave region with a front at rj, o t5, becomes self-similar, and r;, — r, as
time increases. The similarity exponents a and 9§, however, are different with
0 < . The new heat wave exponent § in the inner region is also different
from that when the entire flow is assumed to be heat-dominated. From this
approximate analysis the central temperature and the extent of the heat
wave region are derived. Thus, the well-known hydrodynamic solution of
the problem without heat conduction becomes valid except in the central
region where heat conduction modifies it to make the temperature finite.

3.9 The Blast Wave at a Large Distance

We have so far dealt with strong shocks in the early stage of the blast
wave propagation. We now discuss the other end—the nearly linear regime
when the shock has become rather weak. Whitham (1950) gave a general
theory to cover such flows. His method describes the attenuation of spherical
shocks at large distances from the origin. It also describes the situation
when the disturbances are small from the start. In the latter case, his
approach, which involves modification of the linearised form of the solution,
gives results which are uniformly valid at all distances from the origin. One
basic assumption of the theory is that, since the entropy changes at the shock
are of third order in strength, the flow with weak shocks may be considered
isentropic; this, however, is the only assumption underlying the theory.

We consider spherically symmetric isentropic flow in air, governed by the
equation

a*V2h = G + 20r0pt + (6r) e (3.9.1)

where ¢ is the velocity potential and a is the velocity of sound, given by
Bernoulli’s equation

=~ (v 1) o+ 502 (3.9.2)

agp is the velocity of sound in the undisturbed air (see also section 4.1). We
may rewrite (3.9.1) as the system

ve —u, =0, (3.9.3)

1
Uy [a% —(y=1Du-— 5(7 + 1)02] — up — 204

+27v {aﬁ -(v=Du- %(7 - 1)112] =0, (3.9.4)

where u = ¢ and v = ¢,..
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As in the piston problem considered by Taylor (1946) (see section 3.1),
the linear theory provides the motivation for the asymptotic results. In this
case, the velocity potential is given by ¢ = fo(agt — r)/r; therefore, u and v
have the form

u = M (3.9.5)
v = fZ(aort_T) +f3(a(;t2—7') (396)

Equations (3.9.5)—(3.9.6) suggest that u and v may be sought in descending
powers of r, with coeflicients that are constant on exact characteristics de-
scribed by z = constant, where z is a function of r and ¢ to be found in the
process of solution. Thus, we write

_ o [f(2) | 9(?)
B u b(z) c(2)
The characteristics of the system (3.9.3)—(3.9.4) are given by
dtN?T 1 ) dt
<$) [ao —(y—1u-— 5(7 + 1)v } + 211% —1=0. (3.9.9)

Substitution of (3.9.7)—(3.9.8) into (3.9.9) shows that, if z = constant is an
exact characteristic, it must have the form

apt =1 —zlogr —h(z) — —= -+ . (3.9.10)

On the other hand, the logr term in (3.9.10) would require that the
expansions (3.9.7), (3.9.8) and (3.9.10) must be changed with g, b, ¢, and m
replaced by

91(2)logr + g2(2),  bi(2)logr + ba(2),
c1(z)logr + ca(z), mi(2)logr + ma(2), (3.9.11)

respectively, if equations (3.9.3) and (3.9.4) are to be satisfied. Substituting
(3.9.7), (3.9.8) and (3.9.10) with the changed coefficients (3.9.11) into (3.9.3),
(3.9.4) and (3.9.9) and equating coefficients of different products of 1/r and
log r to zero lead to the conclusion that the unknown functions of z may be
expressed in terms of h(z) and that the function g1(z) is identically zero.
The result is

kz K1z*+ iB?
2| _Dbr o M T OTL

w=a? : . (3.9.12)

T r
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u (3k22 + By)logr + 2k22 + k [ CI'(C)dC + B
2

ap r
TR : (3.9.13)
apgt =r — zlogr — h(2)
(3kz* + Bi)logr + Kz2® + 1(v +5)B1 + k Jg ¢I'(¢)dC + Bo

;
SRR : (3.9.14)

where By and By are arbitrary constants, k = 2/(y + 1), K1 = k% — k/4,
Ky =5/4+3k/2.

It is convenient to impose the shock conditions in the following form:
(i) the angle property which states that, to first order in strength of the
shock, the angles that the shock makes with the characteristics on each side
of it are equal, and (ii) ¢ is continuous along the shock path so that the
derivative ¢, + U~ '¢; assumes the same value on each side of it; here U is
the velocity of the shock (see Figure 3.16). Let the main shock be referred
to as S while the secondary shock (if any) behind the main shock may be
called S1. Let the equation of a characteristic C' meeting the main shock be
written as

apt =1 — zlogr — h(z) + O(r~tlogr), =z = constant. (3.9.15)

Since the characteristic C' lies between the two shocks, for a fixed r, t is
bounded. It follows that z and h(z) must be bounded in this region. If the
equation of the shock S is assumed to be agt = r — f(r), then the angle
property via (3.9.14) gives

fl(r)= %zr_l +O(r~2logr). (3.9.16)

Figure 3.16 The main shock S and the secondary shock S; in (r,apt) plane
(Whitham, 1950).
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From (3.9.15) and the shock locus agt = r — f(r) we get
f(r) = zlogr + h(z) + O(r~'logr). (3.9.17)

For each characteristic meeting the shock we may have a value of the
co-ordinate r correspond to z. This relation may be written as r = r(z).
Differentiating (3.9.17) with respect to z and substituting for f’(r) from
(3.9.16) we have

d
{zril + O(r?log 7‘)} d—Z +2logr = —2h/(2), (3.9.18)
that is,
i 2 -1 _ /
7 [z logr 4+ O(zr™ " log 7“)} = —2zh'(2). (3.9.19)
Therefore,
22logr + O(zr tlogr) = —2/zh'(z)dz
= —2zh(2) +2h1(2) + 0%, (3.9.20)
where

hi(z) = /0 “h(z)dz (3.9.21)

and b is an arbitrary constant. We thus have

b2 2h(z)

hy (Z) 1 3
1 == — 2 1 .9.22
ogr 5 ~ + 2 +O(r~ " log2r), (3.9.22)
and so, using (3.9.17),
2
f(r)= b; —2h(z) + 2h17(z) +O(r~tlogr). (3.9.23)

The velocity U of the shock in the (r,t) plane is given by
1/U = dt/dr = (1 — f'(r))/aop. Applying condition (ii) behind the shock,
namely, ¢ is continuous at the shock, we have ag|[¢, + ¢¢/U] = apv + u
—uf'(r) = 0 immediately behind the shock, since ¢ is zero ahead of the
shock. Using (3.9.12), (3.9.13) and (3.9.23) in this equation, we easily check
that By = 0, By = —kb?/2.

Equation (3.9.22) gives the relation between r and z at any point of
the shock. Therefore, as r — oo, z — 0. This implies that there exists a
characteristic C* behind the shock for which agt = r — h(0) + O(r~!logr)
(see (3.9.14)). This characteristic is thus a straight line in the limit r — oo.
Therefore, the results developed by Whitham (1950) would apply to any
flow for which some characteristic behind the front shock is asymptotically
straight.
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Now we apply these results to analyse an explosion. The distant be-
haviour of the blast wave may be assumed to be produced by some piston
motion R = R(apt). To show that there would exist a straight characteristic
between the piston and the shock as r — oo, we may argue as follows. The
function R(§) has either a maximum at a finite value &y, or R'(§) > 0 for all
¢ and R(§) — Ry (a constant) as £ — co. The latter is the case for a piston
motion simulating an explosion. It follows that the function R2R'(£) is zero
at & = 0 and is also zero either at some &y or tends to zero as £ — oo. In
either case, Rolle’s theorem implies that there exists a zero of the function
F(¢) = —d(R%*R')/d¢ different from ¢ = 0. We shall presently identify the
function F'(§) by reference to the piston motion. The boundary condition
on the piston is that the velocity of the piston is equal to that of the particle
on it. If the piston motion is given by r = R(aot), then 0¢/0r = v = dR/dt
on the piston. As stated earlier, the flow here is found from the (linear)
solution

u = a%f;(g), (3.9.24)
v o= —E—M, (3.9.25)
ag r

where ¢, however, must be identified with the exact characteristics (cf.
(3.9.5) and (3.9.6)). Using (3.9.24) for u and the relation v = dR/dt in
(3.9.25) and differentiating the resulting expression, we identify F'(¢) as

F§) =~ [FFORE), (3.9.26)
if terms of fifth order in R, R’, and R” are ignored. We may, in fact, write
the solution (3.9.12)—(3.9.14) for large r in a slightly different form which
resembles more closely the system (3.9.24)—(3.9.25). The arbitrary function
h(z) in (3.9.10) must contain a term of the form —zlogd where d has the
dimension of length. We may write y = h(z)+zlogd and let z = —k~1F(y).
Then the expressions (3.9.12)-(3.9.14) may be rewritten as

F 1B +O(F?
u:agl W), 2 1+2( )], (3.9.27)
T T
u
v=——
ago
By + O(F*))logr + [Y F(y')dy + Ba + O(F?
o (B1+ O(F7)) log fy;:2 (y )dy + Bz + O(F?) (3.9.28)
_|_ ...... ,
y=agt —r —k 'F(y)log(r/d) — -, (3.9.29)

where yg is the zero of F(y), the value of y for an asymptotically straight
characteristic C*. The coefficient b?> which appears in the locus of the front
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shock agt =t — f(r), where (3.9.22)—(3.9.23) hold, is now chosen to be
Yo
b = -2k !By = -2k~ ! / F(y)dy' =27 *R*(yo)R' (o),  (3.9.30)
0

(see (3.9.26) and the discussion below (3.9.23)). The form (3.9.27)—(3.9.29)
is now essentially the same as (3.9.24)—(3.9.25) if By and By are taken to be
0 and [° F(y")dy’, respectively. The nonlinear characteristics are given by
(3.9.29).

As an example, we may consider the piston curve R(agt) = daot/(1+agt),
60 << 1, so that initial velocity of the piston, dag, is small while its radius
R(apt) — ¢ as t — oo. In this case, in view of (3.9.26), we have

F(y) = —25%y(1 —y)/(1 + y)°. (3.9.31)
The (relevant) zero of F(y) is yo = 1. Using (3.9.30), we have
b =2k 'R*(1)R'(1) = 0.156° for ~=1.4. (3.9.32)

The excess pressure at a point behind the shock in this case is given by

2
£ — _p_08_¢ + O (%) ,
Po po Ot or
k
= 152 0@nY, (3.9.33)
,
where z is given in terms of r and ¢ by (3.9.15) and pg and pg are undisturbed
pressure and density, respectively. Expanding h(z) in (3.9.15) etc., we may
write (3.9.33) more explicitly as

p 2y r—apt—h(0)

= = O(r~'1og=3/%r). 3.9.34
po ~v+1 rlogr +O(r™ log ) ( )

Therefore, for v = 1.4, p/pg falls from its higher value at the main shock at
a rate 1.16r 1 log ! r atm/sec until the secondary shock is reached where it
may presumably return to a smaller value.
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Chapter 4

Shock Propagation Theories:

Some Initial Studies

4.1 Shock Wave Theory of Kirkwood and Bethe

As we mentioned in Chapter 1, there was much activity in the area of shock
waves and explosions during World War II, which continued to grow for
several decades. Some of the work in this area was carried out independently
by researchers, quite unaware of others’ contributions. Thus, occasionally,
ideas and assumptions overlapped, as we shall show. In the present chapter
we discuss two approximate theories of shock propagation due to Kirkwood
and Bethe (1942) and Brinkley and Kirkwood (1947) and the extension
of the latter by several other authors. The Kirkwood—Bethe theory has
essentially the same underlying ideas as were later proposed and developed
by Whitham (1950, 1952, 1956) in his theory of weak shock waves (see
section 3.9). We may also refer to the work of Akulichev, Boguslavskii,
Ioffe, and Naugol’'nykh (1968).
The equations of continuity and motion may be written as

[N

odt -V -, (4.1.1)
dii 1

where, as usual, 4, p, and p stand for particle velocity, density, and pressure,
respectively, at any point r and time ¢, and d/dt = 9/0t + @ - V. We
first derive some thermodynamic relations and then make the assumption
that the flow is isentropic. The implications of this assumption have been
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discussed in detail in section 3.9 with reference to Whitham’s work. It is a
reasonable assumption when the shocks involved are weak or when the flow
being considered is asymptotic in nature so that the shocks, initially strong,
have become relatively weak.

Equations (4.1.1) and (4.1.2) should be supplemented by the equation
of state

p=f(p.S) (4.1.3)
and the equation of particle entropy
dsS
— =0. 4.1.4
= (4.1.4)

We introduce enthalpy or heat content,
H=FE+p/p, (4.1.5)

where F is the internal energy per unit mass of the fluid, and the enthalpy
increment

w=H — H, (4.1.6)

where Hy is the enthalpy of the undisturbed fluid in front of the shock.
We write the fundamental thermodynamic equation for H or w as

d
dw = TdS + 7’7, (4.1.7)

where T is the absolute temperature. Integrating (4.1.7) we have

w /p | /S T(po, 5')dS" (4.1.8)

= —_a N (B ’ -l
po P(S0,7’) So

where pg and Sy are (undisturbed) pressure and entropy ahead of the shock,

respectively, and the line integrals in (4.1.8) are on paths of constant entropy

and constant pressure, respectively. Using (4.1.8), we may write (4.1.1),

(4.1.2) and (4.1.4) as

L 1 dw

Vi = -5 (4.1.9)
% —@x (Vi) = —VQ+TVS, (4.1.10)

ds
a5 _ 4111
5 0, ( )

where P

O=w+u?/2, &= (—p> . 41.12
/ Ip)s ( )

Q2 may be referred to as kinetic enthalpy; ¢ is the speed of sound. Kirkwood
and Bethe (1942) observed that if the (nondimensional) pressure across the
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4.1 Shock Wave Theory of Kirkwood and Bethe 139

shock in water is up to 50,000, the Rankine-Hugoniot conditions show that
the dissipated enthalpy |, 5;) T(po,S")dS" is only a few percent of the total.
Therefore, they replaced (4.1.8) by

P dp,
= —_ 4.1.13
v /PO p(S()vp,) 7 ( )

thus ignoring the entropy changes across the shock.
The governing equations (4.1.9)—(4.1.12) then simplify and become

Vi — —clz%}, (4.1.14)
g—?—ﬁxVxﬁ = -V, (4.1.15)
Q=w+u%/2, &= <@> : (4.1.16)

9p) s,

Assuming the initial flow to be irrotational, equation (4.1.15) would imply
that V x @ = 0 for all time. (This is always true for the flows which
we consider in what follows). This permits the introduction of a velocity
potential 1) such that

U= -V, (4.1.17)

so that (4.1.14)—(4.1.15) become
1 dw

Q = %—f. (4.1.19)

Eliminating w from (4.1.18) with the help of (4.1.16), (4.1.17) and (4.1.19),
we arrive at the equation

oy L% 1 \u oo du?
V24 FaE =2 |3 Vu o | (4.1.20)
where 82¢ ”
2
2, __ 27 Yy
V) = T R (4.1.21)

Equation (4.1.20) and the variables 1, ©, G and u may be expressed in
terms of ¢ as follows:

_ ¢ g G g ®
v = % e=2 ¢=3 (4.1.22)
_ & _1%
v = 5-22 (4.1.23)
¢ 10°% 1 uou? du?
a2 @or ~ 2|aor  di| (4124
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Two approximations of (4.1.24) may be noted. If the medium is incom-
pressible so that ¢ — oo, (4.1.24) reduces to 9?¢/0r? = 0 which, with the
boundary condition Q2 — 0 as r — oo (see (4.1.22)) leads to the solution

¢ = ¢(t), implying that

0 = “U ap=v,
u = %) (4.1.25)

We observe that in this case the function r{) propagates outward with infinite
velocity. In the acoustic limit, the nonlinear terms in (4.1.24) may be ignored
while ¢ may be replaced by its undisturbed value ¢g. Thus, (4.1.24) becomes

1
Grr — 501t = 0, (4.1.26)
€

with the relevant solution ¢ = ¢(t —r/cg). The limiting solution in this case
of small amplitude waves becomes

O — G(t—r/co)7
T
_ ot=r/co)

In the present limit the function Q2 propagates with the constant speed cq
of sound in the undisturbed medium. Since it is not possible to write an
exact form for the speed with which 7€) propagates, a plausible choice is the
local sound speed ¢ 4+ u in the moving medium (cf. Whitham’s approach
in section 3.9). Now we give Sachdev’s (1976) modified form of Kirkwood—
Bethe theory.

Let G = rQ2 = r0iy /0t propagate with the exact speed of the positive
characteristics so that

oG oG
N + (u+ C)W = 0. (4.1.28)
We observe from (4.1.16) and (4.1.19) that
oY u?
G(r,t) = T =" (w + ?> , (4.1.29)
where b4
w = / L (4.1.30)
po P

(see (4.1.13)). We consider specifically the motion produced by a spherical
piston with the equation R = R(t) so that u = dR/dt and d*R/dt?* = u;+uu,
there.
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We may write the equations of continuity and motion explicitly in the
present case, assuming that the flow is isentropic:

1
ug + v, + —p, = 0, (4.1.31)
p
2pu
ot +upr + puy + % = 0. (4.1.32)

We substitute (4.1.29) into (4.1.28) and get an equation in w. We may
also express p and p in terms of w with the help of (4.1.30) and the equation
of isentropy, p = kp?. The three equations (4.1.28), (4.1.31), and (4.1.32)
can then be combined to write the rate of change of the function w along
the piston path dr/dt = w:

(- 2) e (2)-

C
u

—r (1 - %) (ug + uuy) + g (1 - §> 2. (4.1.33)

Since, in the present case, the function w is related to ¢? by

2 c?
v= 2 (2 - 1> , (4.1.34)

(4.1.33) may be transformed to express the rate of change of sound speed ¢
along the piston path:

de _9c  Oc
a o Yor

- g {7 (-9 3 () (- 2)
e i 3 (1 + %) (¢ -a) } (4.1.35)

where, as observed earlier, R = R(t), u = dR/dt, u; + uu, = d*?R/dt? along
the piston path.

The next step is to connect the piston motion with that of the shock via
the Rankine-Hugoniot conditions and the basic assumption (4.1.28) under-
lying the present theory. According to the latter,

G(r,t) = G(R,7) = Gr(7), (4.1.36)
where v g
t=1+ " (4.1.37)
R U+tc

7 is the characteristic variable which labels individual characteristics. This
variable is specified (there is some freedom in this choice, c¢f. Whitham
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(1956)) such that it is equal to the time ¢ when a given positive characteristic
or wavelet originates from the piston. Since we are dealing here with weak
shocks, the relations holding along them give (see Whitham (1974) p. 176))

G = coru(l+ pu), (4.1.38)
y+1

ut+c = co(1+20u), p[= o (4.1.39)

To draw the individual characteristics from a given piston path, we take
recourse to the following procedure. For a given piston motion R = R(t),
equations (4.1.34) and (4.1.35) give ¢, w, and G = R(w +u?/2) as functions
of 7, which is equal to t at the piston. Then, (4.1.37) gives t = t(r) as
the locus of the characteristics. Substituting (4.1.38)—(4.1.39) in (4.1.37),
remembering that G is constant along a positive characteristic, and inte-
grating from the piston we get

t=1+

BG[ 1+20u 14200 _ (1+(u)pU
Bu(l+ pBu)  BU(1+ BU) (1+ BU)Bu

where, in accordance with (4.1.38)—(4.1.39), we have

= ] . (4.1.40)

1/2

Bu = % l<1 + 7TJCF%1G) - 1] : (4.1.41)
1/2

U = % [(1 + 7};;%1(;) - 11 . (4.1.42)

Here, U = Cfi—lf at the piston. Thus, (4.1.40) represents a relation between
t,7,G,r, and R = R(t).

It is interesting to observe that if we assume the perturbation to be small
so that fu — 0 in (4.1.40), we simply get

r—R
Co '

t—7= (4.1.43)

Equation (4.1.43) shows that the time t—7 for the perturbation to propagate
from the expanding sphere R to the point r is independent of G. If we retain
the next term in the expansion of (4.1.40) in [u, we obtain

r—R 206G, r

t—71= In —. 4.1.44
g co cg nR ( )

This is exactly the result obtained by Whitham (1950, 1956) in his theory of
weak shocks (see section 3.9). Here the time of propagation of the wavelet
from the expanding sphere to the point  depends on G. This result clearly
exhibits the nonlinear effect which leads to the distortion of the wave.
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To derive the shock locus we first observe that, to second order in u, the
shock velocity is given by

1
Us = co (1 + Bu + §ﬂ2u2> , (4.1.45)

where u is the particle velocity behind the shock. Let the shock locus be
described by 7 = T'(r). If this functional relation is found, (4.1.40) gives the
shock locus in the (r, t) plane. Now, we put 7 = T'(r) in (4.1.40), differentiate
the resulting  equation  with  respect to r and  write
dt/dr equal to U; !, where the shock velocity Uy is given by the Rankine-
Hugoniot relation (4.1.45). We thus obtain

~ -1
dr ERGL+ (14 fut §5%?)

= 5 : (4.1.46)
where
B 14+26u 142U (1+ Bu)U] dG
b= 1+[u(1+,6’u) U1+ B0) 2mn(1+6U)u] T
(v+1), dG [(v+1dG (y+1) 5dR
+rLdT<Rﬁ_ R CYar ) tm
oo G [ 28 1+42Bu
T (1) P LA B )
B +2Bu) 232 23
i mel i 7] (4.1.47)
G = G/, (4.1.48)

and Lp is obtained from L, in (4.1.47) by replacing r» by R and u by U.
Bu and BU are defined by (4.1.41) and (4.1.42), respectively. R,G and H
(see (4.1.6)) are functions of 7 as obtained from the piston motion R = R(t),
(4.1.36), and (4.1.34). In (4.1.46), these are evaluated at 7 = T'(r). Equation
(4.1.46) is solved for T' = T'(r), subject to some initial condition at the shock.
Equation (4.1.40), along with 7 = T'(r) thus found, gives the locus of the
shock in the (r,%) plane.

Cole (1948), in his review of Kirkwood-Bethe theory, remarked that the
speed with which the function GG propagates may better be taken to be c+o
rather than ¢ + u, where o = [V (¢/p)dp. The discussion of this matter
in the appendix to his book, however, does not confirm this claim. ¢+ u,

we believe, is a good choice in the light of Whitham’s more recent work
(Whitham (1974)).
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4.2 The Brinkley-Kirkwood Theory

The work discussed in section 4.1 due to Kirkwood and Bethe (1942) (as
also the related theory of Whitham (1950)) has implicit in it the assump-
tion that shocks are of small strength. Both these theories are of second
order in shock strength and ignore the finite entropy jump across the shock.
In another war time work due to Brinkley and Kirkwood (1947)—BK for
short—this simplifying assumption is not made. Shocks of all strengths are
permitted and the Rankine-Hugoniot relations are exactly satisfied. This
theory, however, also suffers from two limitations: (i) it is local and gives
the shock trajectory and the flow immediately behind it; it does not give
the flow in the entire domain behind the shock, (ii) it uses a physical argu-
ment regarding nonacoustic decay of waves of finite amplitude, associated
with the finite entropy increment experienced by the fluid passing through
the shock front and the accompanying dissipation of energy. As a shock
passes through a fluid element, it leaves in its path a residual energy incre-
ment determined by the entropy jump due to the passage of the shock. As
a consequence, the energy carried by the shock decreases with distance as
it travels away from the source. This physical description is written as a
partial differential equation which, together with other governing equations,
is used to find the decay of the shock in terms of pressure ratio across it (cf.
Von Neumann’s approach in section 3.3). This physical argument however
is not unique.

The equations of motion here are written in a hybrid Euler-Lagrangian
form as

pre au 1
— = —— 4.2.1

R~ 1
_,r,a ut = —%]’)R, (422)

u = (%)R, (4.2.3)

where u is particle velocity, p is the pressure in excess of the undisturbed
pressure pg, p is the density and pg is the undisturbed density. r is the
Eulerian co-ordinate at time t of an element of fluid which has the La-
grangian co-ordinate R. c¢ is the speed of sound, equal to [(Op/ 8p)s]1/ 2,
The coeflicient « is equal to 0, 1, 2 for plane, cylindrical, and spherical ge-
ometry, respectively. Equations (4.2.1)—(4.2.3) can easily be written from
the Eulerian system by making use of the conservation of mass relation,
predr = poR*dR. The partial derivative 9/0R denotes derivative following
the particle. The basic PDEs must be solved subject to the conditions on
the piston curve in the (R, t) plane and to the Rankine-Hugoniot conditions
across the shock, namely,

p = poul, (4.2.4)
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p(U—u) = poU, (4.2.5)

(p/2) <pio + %) : (4.2.6)

AH

where AH is the specific enthalpy increment in the fluid element as it is
overtaken by the shock and U is the shock velocity. The enthalpy H in
(4.2.6) is equal to E + (p+po)/p = v(p + po)/(v —1)p, where E is the
internal energy. The shock locus, R = R(t), must be found as part of the
solution. The main idea of the BK theory is to write four partial differential
equations from the basic system and the physical argument referred to above
and hence determine the partial derivatives p¢,pr,ut, ur, which may be
combined to give the total derivative

d 0 10

iR~ R Ut
of the excess pressure along the shock path. Two of these PDEs are obtained
by localising (4.2.1)-(4.2.2) at the shock r = R(t), the third is obtained by
differentiating the relation (4.2.4) along the shock path, and the fourth is
found from the energy argument stated above. Thus, from (4.2.1) and (4.2.2)
localised at the shock, and (4.2.4) differentiated in the direction (4.2.7), we
obtain

(4.2.7)

P 1 au
L = 0 4.2.8
pou +p2pt+ 7 , ( )
1
u+—p, = 0, (4.2.9)
Po
w A Uuy — Lp, —Lp, = 0, (4.2.10)
Po poU
where
du p dU
=pU—=1—=—. 4.2.11
9=pU T ( )

We observe that, with the help of the Rankine-Hugoniot conditions
(4.2.4)-(4.2.6), all the coefficients in (4.2.8)—(4.2.11) may be expressed as
functions of excess pressure p across the shock.

Now we translate the energy argument into a PDE. We denote by wq
the adiabatic work done per unit area by the initial generating surface on
the fluid exterior to itself. Thus, we have

o

woal = / porS Ep(ro)]dro + r®u/ (p' + po)dt
to(R)

= L+ Iy, (4.2.12)
where v’ and p’ denote particle velocity and excess pressure behind the shock

front, respectively; the corresponding values immediately behind the shock
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will be denoted by unprimed letters. to(R) is the time of arrival of the shock
front at the point R. FE(p) is the jump in the specific energy of a fluid
element as it crosses the shock; this is related to the entropy jump across
the shock at the pressure p. ag is the Lagrangian co-ordinate of the initial
generating surface. The two terms in (4.2.12) represent, respectively, the
increased internal energy of fluid at pressure pg within a radius R and the
work done on the generating spherical surface (for all time).
We may write

/ por®u'dt = pgAV + pg/
t

R
(@ - 1) r&dro, (4.2.13)
O(R) ag P

where p is density of the fluid and AV is the volume swept out by the
generating surface per unit area of the initial generating surface. In writing
(4.2.13) we have used the relation prdr = porddry. Putting (4.2.13) into
the second term I of (4.2.12), we have

o0

R
woag = poAV + / porg h[p(ro)ldro + " rou'p'dt, (4.2.14)
ag to(R

where h(p) = E + poA(1/p) is the specific enthalpy of an element of fluid
traversed by a shock wave which has excess pressure p and which returns
to pressure pg along its new adiabatic. As t — oo and R — oo, the second
integral in (4.2.14) is assumed to tend to zero. Now subtracting (4.2.14)
from its limiting form as t — oo, we get

D(R) :/ r®u'p'dt, (4.2.15)
to(R)
where ,
D(R) = /R porg h[p(ro)]dro. (4.2.16)

It is clear from (4.2.15) that aj“D(R) is the shock wave energy at R
per unit area of the initial generating surface. This is also the work done
(per unit area) on the fluid exterior to R. (The BK theory assumes that no
secondary shock is formed in the flow behind.)

The energy time integral (4.2.15) can be normalised by writing it in the
form

D(R) = R%pupv, (4.2.17)
where
1 ( 0
- = —|= 10gp'u’7“°‘>
J ot t=to(R)
1 1 au

pr— _—— —_u __’
ppt w t R
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oo t—to(R
V= / f(R,T)dr, 7= £~ to(R) ), (4.2.18)
0 [
B Tozp/ul
f(R7 7-) - Rapu N

Brinkley and Kirkwood (1947) succinctly describe the integrand in
(4.2.18): the function f(R,7) is the energy time integrand, normalised by
its peak value R%*pu at the shock front and expressed as a function of R
and a reduced time 7 which normalises its initial slope to —1 if y does not
vanish.

The function f(R,7) is not known. It is found from the data on ex-
plosions that this function is a slowly varying function of R. It is also
known that initial pressure-time and energy-time curves of an explosion
wave rapidly decrease with time. It is therefore assumed that

f(RyT)=f(r)=¢€T (4.2.19)

so that v = 1. More realistic estimates for v have been suggested by other
investigators (Sachdev (1971, 1972)). Choosing ¥ = 1 and eliminating u
from (4.2.17) with the help of (4.2.18), we get the fourth equation involving
the derivatives of u and p:

%ut + %pt + % = —%. (4.2.20)
Solving for dp/OR and dp/0t from the four equations (4.2.8)—(4.2.10) and
(4.2.20) and combining them appropriately, we get the total deriva-
tive dp/dR = Op/OR + (0p/0t)/U along the shock path; the corresponding
derivative for dD/dR is obtained from (4.2.16). We thus arrive at the fol-
lowing coupled system of ODEs for D and p along the shock curve:

dD

— = —R“L 4.2.21
dp Rp3 ap
R - Vb M (p) 2RN(p), (4.2.22)

where

L(p) = poh(p),

1 G
M) = Srairg -
Np) = el gz;fg — Z? /)G (4.2.23)
G = 1-(pU/pc)?, g:l—gﬁ—g.

The functions L(p), M (p), and N(p) can be expressed entirely as functions
of pressure with the help of the equation of state and the Rankine-Hugoniot
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conditions. The system (4.2.21)—(4.2.23) applies both to air and water, if
the corresponding equations of state are used, and takes full account of
the finite entropy jump at the shock. This system is clearly not integrable
in a closed form and must be solved numerically with appropriate initial
conditions. However, we may first check its asymptotic form as p — 0, that
is, as the shock degenerates to a sound wave. In this limit (assuming the
undisturbed medium to be air with the ideal adiabatic equation of state
p =pol(p/po)? —1]) and v = ¢, /¢y, we check that

1 3
lim L(p) = lp_z’
p—0 1242 p§
. Yy+1p
lim M = —5 3, 4.2.24
p—0 (p) 8"}/2 p(Z) ( )
lim N(p) = 1,
p—0
2
li - Z
plgtl) v 3
The last relation follows if it is assumed that
fr) = (1-7/2* 7<2
=0 7> 2. (4.2.25)
Equations (4.2.21)—(4.2.22) now become
dD v+ 1 Rp3
i , (4.2.26)
dR 1292 pi
dp | ap (y+1) Rp*
— + = = — — . 4.2.27
dR + 2R 1242 Dp3 ( )

The system (4.2.26)—(4.2.27) may be integrated for different geometries:

Spherical (o = 2):

Rp = Piflog(R/Ry)]""/?,
D = [(y+1)/6y°p3] P Rp. (4.2.28)

Cylindrical (o = 1):
VRp = Pi2(R? - RY/)7V2,
D = [(y+1)/64’p3| PV Rp. (4.2.29)
Plane (o = 0):

p = P[(R- RV,
D = [(y+1)/6v*p5Pip. (4.2.30)

Here P; and R; are constants.
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The above results for air may be extended to water if pg is replaced by
the characteristic pressure B in the Tait equation of state for water, namely,
p = B[(p/po)” —1] where, however, v # ¢, /c, but is the exponent of (p/pg) in
the Tait equation. We observe that the asymptotic result (4.2.28) for av = 2
is in agreement with the results of Kirkwood-Bethe theory and Whitham’s
weak shock theory (see sections 4.1 and 3.9).

The theory of Brinkley and Kirkwood (1947) attracted considerable at-
tention, particularly in the astrophysical context, since, analogous to the ap-
proximate approach of Chester (1954), Chisnell (1957) and Whitham (1958),
it offered a convenient way of finding shock decay and shock locus for explo-
sions. It was generalised to apply to nonuniform media by several authors
(Nadezhin and Frank-Kamenetskii (1965) and Kogure and Osaki (1962))
and hence used to study shock wave phenomena in the stars.

Sachdev (1971, 1972) showed how to extend the BK theory so that it gave
correct asymptotic limits both when the shock becomes weak (see (4.2.26)—
(4.2.30)) and when it is infinitely strong and has the Taylor-Sedov limiting
solution in its early stages of propagation. For the latter purpose, the follow-
ing thermodynamic argument was used to find the decay of the shock. As
a particle crosses the shock, its entropy and internal energy increase. This
particle, with the new value of entropy, expands adiabatically until it comes
to its original pressure (but higher temperature) and then it radiates en-
ergy at constant pressure, finally assuming its ambient value of pressure and
specific volume. This path in the thermodynamic variables was suggested
by Schatzman (1949) and is in conformity with pressure-specific volume
relation used by Taylor (1950) to determine the fraction of explosion en-
ergy which is degraded as heat and is thus not available for doing work as
the shock propagates. This process is expressed as an equation which de-
scribes the dissipation of the energy of explosion as heat. Sachdev (1971,
1972) exploited the arbitrariness of the parameter v in (4.2.17) to obtain
the correct limiting behaviour in the strong shock limit. It was shown that
if, in (4.2.21), the shock strength is allowed to tend to infinity, the rate
of decay of shock energy, dD/dR, tends to zero. Equation (4.2.22) with
D = constant then leads to a solution which has exactly the same form
as the Taylor-Sedov solution. The similarity parameter v is now made to
depend on ~ and is so chosen that the form of the solution in the strong
shock limit exactly coincides with the Taylor-Sedov solution. The value of
v in the weak shock limit is 2/3 and does not change significantly with ~.
Comparison of the analytic results so obtained with the numerical solution
of Lutzky and Lehto (1968) showed that the two agreed very well in the
strong shock limit if v is appropriately chosen as a function of «v. The above
argument was shown to hold even when the medium ahead of the shock is
nonuniform.
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4.3 Pressure Behind the Shock: A Practical

Formula

An approach closely related to that of Brinkley and Kirkwood (1947), sim-
pler, less rigorous, but useful nevertheless is due to Theilheimer (1950). The
time history of the pressure behind the shock may be written down in an
empirical form as

p(t) = po + pee ", (4.3.1)

where 6 is a (dimensional) constant. Here, ps and py are pressure behind
the shock at ¢ = 0 and the undisturbed pressure, respectively. It is clear
from (4.3.1) that

(» — po)

(Op/ot)
Theilheimer (1950) exploited the definition (4.3.2) to derive the ‘constant’
0 as a function of . To that end, he made use of basic equations of motion
and the Rankine-Hugoniot conditions. From (4.3.1)—(4.3.2) we immediately
find that

(4.3.2)

Ps
(817/ 8t)t:0+
That is, 6 defines the initial pressure decay behind the shock front. Intro-

9= — (4.3.3)

ducing the speed of sound a = ,/(9p/ 8p)s , equations of motion for spherical
symmetry may be written in the form

p(us + uu,) + pp = 0, (4.34)
2a2pu

P + up, + a’pu, + = 0. (4.3.5)

We may write the derivatives of p and u along the shock as

dp 1

TR =Pt e (4.3.6)
du 1

Equations (4.3.4)—(4.3.7) can be solved for dp/0t:

op U {20 — u) + Bla® + u(U — w)] + Sa?oU }
ot a? — (U — u)? ’

(4.3.8)

If we know the quantities behind the shock, we may use (4.3.8) to find the
initial decay in the pressure-time history. By introducing the nondimen-
sional pressure behind the shock,

__Ps _P—Po

Ds = , (4.3.9)
Pbo Po
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equation (4.3.8) may be rewritten in terms of 6 (see (4.3.2)) as

1 U {2 - )+ Blo® +u(U — u)] + el a0
6 P — (U =) - a0

Using the Rankine-Hugoniot conditions and explicit equation of state for air,
(4.3.10) may be simplified further. For example, for v = 1.4, Theilheimer
wrote (4.3.10) as

1 6p, + T\Y2[7(p,+1) dp, [ 7 7 2
- = — s —~5 7/ 5 — . (4.3.11
G “0( 7 ) [3]353 +dR<3ﬁ§+2ﬁs+ﬁs+7)] (4:3.11)

Equation (4.3.11) gives 6 explicitly in terms of dimensionless shock over-
pressure p, and its derivative with respect to shock radius R. If the shock
‘line’, py versus R, is known from experiment or theory, then # may be found.
Theilheimer (1950) computed € from (4.3.11) by using an empirical fit to the
‘shock line’ for Pentolite spheres obtained earlier by Stoner and Bleakney
(1948).

With 6 thus obtained, (4.3.1) gives an ‘empirical’ time history of pressure
behind the shock. This may be used for comparison with overpressure gauge
records and may thus provide an independent check of the initial decay rate
of these records.
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Chapter 5

Some Exact Analytic
Solutions of Gasdynamic

Equations Involving Shocks

5.1 Exact Solutions of Spherically Symmetric Flows
in Eulerian Co-ordinates

It is illuminating to study attempts at the exact solution of one-dimensional
gasdynamic equations, which would throw light on the structure of the so-
lutions, the blast waves being one class of solutions of these equations. In
the present section we consider the work in this context by McVittie (1953)

and in the following section that by Keller (1956). The former is in Eulerian
co-ordinates while the latter uses Lagrangian co-ordinates (cf. Taylor (1950)
and Von Neumann (1941) for the blast wave problem).

McVittie (1953) gave explicit form of the solution for the equations of
motion and continuity in three dimensions but then restricted his analysis
to the spherically symmetric case. We discuss here this special case. We
write the equations of motion and continuity in spherical symmetry:

1
qt + qqr + ;pr = 0, (5'1'1)
L9
pt + T—2(T pq)r = 0. (5.1.2)
Here ¢, p, and p are particle velocity, pressure and density at the point r at

153
© 2004 by Chapman & Hall/CRC



154 Shock Waves and FExplosions

time ¢. Using (5.1.1), we may write (5.1.2) in the alternative form

2
(pa): + (pg* +p)r + ~pg* = 0. (5.1.3)

Motivated by “the Einstein’s gravitational potential function,” McVittie
(1953) showed that the expressions

= —¢n/V?9, (5.1.4)

p = -V, (5.1.5)
I

p = P) _¢tt+2/;d7“+[, (5.1.6)

in terms of an arbitrary function ¢(r, t), satisfy (5.1.1) and (5.1.3) identically.
Here,

I = (¢r)?*/V?0, (5.1.7)
and )
2y (92,29
Vi = (W 7"87“) o. (5.1.8)

P(t) is an arbitrary function of t.

The above statement may be verified by substituting (5.1.4)—(5.1.8) di-
rectly into (5.1.1) and (5.1.3). We emphasise that the solution (5.1.4)—(5.1.8)
of (5.1.1) and (5.1.3) holds for an arbitrary ‘appropriately’ smooth function
¢. This ‘solution’ is expressed in terms of an integral which itself involves
the function I, defined by (5.1.7). It must satisfy the third equation, namely,
the particle isentropy, as well as appropriate boundary conditions, say, at
the shock or vacuum front, to yield a physically meaningful solution. Here
we follow McVittie’s analysis and shall detail its generalisation in section
5.3.

McVittie (1953) restricted the form of ¢ to describe ‘progressive waves’,

¢ = —f(H)w(z), (5.1.9)
where f is an arbitrary function of ¢,
x=rt"?, (5.1.10)

and « is a constant. w(z) is an arbitrary function of x. Using the above
definitions, we may write the derivatives of ¢ etc. as

2 _
by = _azft—z{ag 9+tg, .,
!
— (29 - é) Twy + x(wwx)x}, (5.1.11)
¢rt = _aft_(a+1){(g - 1)wx - xwxw}a
V2¢ — —ft_an_2(:z:2wx)x,
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5.1 Spherically Symmetric Flows in Eulerian Co-ordinates 155

where i
t
= —. 5.1.12
9= 07 (5.1.12)
For convenience, we introduce the function
v=a2" Dy, (5.1.13)
Therefore, (5.1.11) becomes
2
— t
by = _azftz{ag 9+ttg.,,
«
1
- <2g - —) v + x(xgv)z},
a
b = aft @ Dady,, (5.1.14)
V2¢ — —ft_2ax_2(flfg+1’l))x.
Now the function I in (5.1.7) and the integral 2 [(I/r)dr become
I = —a?ft 229"y, (5.1.15)
I
2/—dr = —2a2ft_2/x9+1udac, (5.1.16)
r
where ) )
_ 29(we)” Vs (5.1.17)
(x9t1v),  zve+ (g + 1)v’ o
The ‘solution’ (5.1.4)—(5.1.6) now has the form
_(g_l)w )
s B T e e O P S T
q o z @ 10), «Q x (Puwy)e ( )
p = ft 2 (29 ), = ft72% 2 (2w, (5.1.19)

2 — 1
p—P= azft_2{cw—mw - <2g - —) v+ z(29v),
« e
—x9y — 2/$9+1ud1‘}
Zog+t 1
_ a2ft—2{ag—g+gtw _ (29 — —> Wy + x(TWy)y
e e
—x9T 2y — 2/x9+1udx}, (5.1.20)
where v and u are defined in terms of w and f by (5.1.12), (5.1.13) and
(5.1.17).

Now one may find different subclasses of solutions which have special
properties. For example, one may assume that the velocity ¢ is proportional
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to r#, requiring g to be a constant. Here we shall give a few simple examples
due to McVittie (1953) and give more general results in section 5.3.

First we discuss the solutions for which the particle isentropy equation,
05 /0t + q0S/0x = 0, has not been imposed. In the special case for which
q  r, the particle velocity (5.1.18) becomes

(_g + 1)10;3 + xwzzr

=at! 5.1.21
1=« 2w, + TWey ( )
Two simple cases may be identified.
Case A.
TWez = (A — Dwy (5.1.22)
so that
2
== 5.1.23
w=" (5129
and (5.1.21) reduces to
t
q= ?T, (5.1.24)
where
- —t
a(t) = a2 9 - AZU/S (5.1.25)

TNF1T T a1

Here X is a constant. In the present case, w(z) is determined while f(t)
remains arbitrary.

Case B. If we choose g = —1, the numerator in (5.1.21) becomes equal to
the denominator. We thus have

q=art !, (5.1.26)

Here, the function w(z) remains arbitrary.
In both these cases the solution (5.1.18)—(5.1.20) can be written out

explicitly.
Case A. Here,
A 2
:E_ o )\—g (>\ - g) )\—g—2
w=-- v=at =T ,
2
g+1 —_ ()‘ - g) A 1.2
/u:p dz 7)\(/\_{_1):5 : (5.1.27)
The solution becomes
_ ¢
q = tr’
= (A 1)ft 2072 (5.1.28)

P
p = 2t Aot + Q1))
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where o and A are arbitrary constants, a(t) is related to f(t) by (5.1.25),
Q(t) is a new (arbitrary) function of ¢ replacing P(t), and

A+l

Ve {—a® + a — ta;}. (5.1.29)

b(t)

Case B. Since ¢ = —1 in this case, (5.1.12) gives f = t~%. We, therefore,
have

,
= o—

q e

p = tF(x), (5.1.30)

ot G (2) + Q1))

where Q(t) is again an arbitrary function of ¢ and

F(z) = 27 %(2?wy).,
Gla) = a;r L (2 + é) 2w, (5.1.31)

+x(rwy), — xu — 2/udaz.

For case A we observe from (5.1.28) that o and A are arbitrary, but if the
density is to remain bounded at r = 0 for t > 0 we must have A > 2. Further,
if the pressure at = 0 is zero, we also require that @) = 0. For case B, w(z)
must be chosen such that F(0) is either zero or constant so that there is no
singularity of density at » = 0. To keep the pressure at » = 0 nonsingular,
we must choose G(0) = 0. We again require that @ = 0.

A case common to both A and B is obtained when pressure and density
are both functions of time alone. In this case we must have

A=2, bt) =0, (5.1.32)
while Q(t) # 0. We then have
a=tr+t)7t f=ot**(A+t/7)73 (5.1.33)

from (5.1.25) and (5.1.29); 7 and o are constants of integration.
The solution in this case assumes the simple form

o r
(-
p = 3o(l+t/7)7? (5.1.34)
p = P(t).

We may observe that, in the present case, pressure and density are inde-
pendent of each other. This is a ‘cosmological’ solution which has similar
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behaviour even when self-gravitation of the mass of gas is allowed for. This
solution, however, is not of much practical interest.

Now we impose the particle adiabacy condition on the nonsingular solu-
tions from cases A and B. For case A, we require that Q(¢) =0 and A > 2
so that

_ o,
= =

p = (AF+1)ft 2072 (5.1.35)

p = a2ft ().

Substituting (5.1.35) into the particle adiabacy condition

dS 0 0
- = <§ + QE) (Inp — 4lnp) = 0, (5.1.36)
we have
1 by _
Z{—2+(37—1)a+t3} =0
or b
té =2—(3y—1)a. (5.1.37)

Here, v = ¢p/cy.
Using the definition (5.1.29) of b(¢) in (5.1.37) and introducing the trans-
formation z = Int, we get

a.. +{-3+ By+1)ata,+{2— 3y —1)a}(1 —a)a =0. (5.1.38)
If we use (5.1.29) in (5.1.37) and write
a = (tji/j), (5.1.39)
we obtain the third order equation
Jiut + 3y — 2)jtju = 0. (5.1.40)

This equation can be integrated to yield

_ 20 31-7) }1/2
=90 2D .1.41
= {gae " + (5,141
or 00 o) 12
t:/[ij - +2D] dj + E, 5.1.42
3(1—7) ( )

where C, D, and E are arbitrary constants.
Thus, the adiabatic cases of the solutions (5.1.35) hold if a(t) and b(t)
are given by equations (5.1.29), (5.1.39) and (5.1.42).
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For case B, if we substitute (5.1.30) into (5.1.36), we get

1

G031 =D =26 +[aBy =) - YQ+1Q} =0 (5.0143)

Two solutions of (5.1.43) are easily obtained:

(i) If G(x) is not a constant, then

() = constant. (5.1.44)

(ii) If G = ¢, a constant, then
Q = —e+ t—2BD+2 (5.1.45)

where ¢ is a constant of integration. With this choice of @, (5.1.30) shows
that p = 20t =397, a function of ¢ alone. We ignore this case and look at the

alternative (i) with @ = 0. The adiabatic motions in this case are governed
by

B 2 r
TS oy
p = t7G D), (5.1.46)
p = a2t—2/(3’y—1)—2(;(1%,)7

where F'(z) and G(x) are to be computed from (5.1.31), (5.1.13) and (5.1.17)
with @ = 2/(3y — 1) and w(x) arbitrary.

a = 2/(3y—1) is a constant solution of (5.1.38), which is common to
both cases A and B; this is in addition to the cosmological solution referred
to earlier without the condition of particle isentropy. With this choice of a,
equation (5.1.25) and (5.1.29) give

f o= o+ 1) A0 G- (5.1.47)
b = 6(A+DAta2(y—1)(3y —1)72, (5.1.48)

where o is a constant of integration different from that in (5.1.34). Intro-
ducing these expressions in (5.1.35), we have

_ 2
¢ = 3y—1t’
p = ot BOFDYE=1A=2 () 5 9y (5.1.49)

p = 60N (y —1)(3y — 1) 22 ROFYE=D A
This solution may also be obtained from case B by simply choosing

a=2/3y—-1), wx)=cA*A+1)712} Q=0 (5.1.50)
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The cosmological solution (5.1.34) also satisfies the adiabatic condition
(5.1.36) provided P(t) = Py(1 + t/7)~37, where Py is constant. With this
definition of P(t), the pressure and density in (5.1.34) become related, in
contrast to the more general ‘cosmological’ case.

McVittie (1953) showed how each of the shock conditions may be fitted
to the solution (5.1.49). We shall discuss only the case for which all of these
conditions can be satisfied. Assuming the medium ahead of the shock to
be quiescent and uniform with pressure pg and density pg, the Rankine-
Hugoniot conditions across the shock h = h(t) may be written as

pi(qr —he) = —poht, (5.1.51)
p1+pi(a—h)® = po+ pohi, (5.1.52)

Y p, 1 2 Y po 1,
———+ (@ —h) = ———+:h 5.1.53
7_1p1+2(ql t) 1 T2 ( )

where h; is the velocity of the shock. The solution (5.1.49) involving two
arbitrary constants o and A must be subjected to the conditions (5.1.51)—
(5.1.53). For brevity, the following notation is introduced:

2

O vo B =puA+1),
5= A-2 g=zp(+1),
= popto
po = g(l—ﬂ)a_w
—2/6

_ % (5.1.54)

SR
2y 1
= e

The motion inside the shock r = h(t) may now be written from (5.1.49) as

o
q = N¥7

p = ot P (§>0), (5.1.55)
» 1428 o =28 245

It is also convenient to introduce the density behind the shock in the form
H(t) = p1 = ot Phd or
h=o /Pl (5.1.56)

© 2004 by Chapman & Hall/CRC



5.1 Spherically Symmetric Flows in Eulerian Co-ordinates 161

Also from (5.1.51), we have

hy = plql(pl — po)fl. (5.1.57)
Using (5.1.55)2, (5.1.56) and (5.1.57), an equation for H(t) is obtained:

po— H
H

The solution of (5.1.58) is

t Hy = (8 —yw)H — pop. (5.1.58)

) J
Blnt — gln(ulu) =—InH + M(Slu— ﬁln{(élu — B)H + pofB}, (5.1.59)

where v is a constant of integration. Since (ou — f3)/du = —3/d, we may
rewrite (5.1.59) as
3(n—H) = vt~ B3/, (5.1.60)

H, given by (5.1.60), satisfies (5.1.51). Now we turn to the second condition
(5.1.52). Eliminating h; from (5.1.51) and (5.1.52) we have

pop1ai = (p1 — po)(p1 — po)- (5.1.61)

Using the solution (5.1.55) at r = h(t), (5.1.56) and (5.1.54) in (5.1.61), we
have
Hn1 = (H — po){ug —potQ(l_B/(S)H_(l+2/6)}. (5.1.62)

This must be an identity for any solution of (5.1.60). McVittie (1953)
chose this solution to be

v =0, H = constant = 1. (5.1.63)

The conditions (5.1.62) and (5.1.63) then lead to two possibilities:

i) B=96, po#0,
p1 = (n— po){p2 — pon~ TV}, (5.1.64)

(i) B#0, po=0,
p1 = (n — po)Ha- (5.1.65)

McVittie (1953) showed that case (i) is incompatible with the third shock
condition (5.1.53). We, therefore, consider only case (ii) of a strong shock
for which pgy = 0.

In this case, (5.1.54) and (5.1.65) with p = 327 give
2y - 1)

A= .
v—3

(5.1.66)
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Now, 6 = A —2 =4/(y — 3) and, since A\ > 2 and, therefore, § > 0, we
have v > 3. From (5.1.54) we have
135
- 39-3

0 P, (5.1.67)

even as o remains arbitrary. Thus, the first two conditions across the shock
r = h(t) are satisfied provided (5.1.66)—(5.1.67) hold and v > 3. The third
shock condition (5.1.53), after the use of (5.1.55) along with (5.1.54) and
some simplification, reduces to

dh?
u3h2t’2——t’1—ag-::u4. (5.1.68)
This has the integral
1/2
h—(mw——ﬂLﬂ> (5.1.69)
2—p3
which, on using (5.1.56), becomes
,W”—H”Gwﬂwm—g%;ﬂ“wg. (5.1.70)
— M3

This gives the function H(t) such that the third condition at the shock is
also satisfied. Since H =n and A = 2(y — 1)/(y — 3), we must have

32 — Ty —2 203 vy—=1
M3 = y M3 — —— = y
By-D(r—-1) & Gy-D(r-1
—1
m 1By =Dpo (5.1.71)
vy—1 po

Furthermore, since pg ~ 0, and, therefore, p4 ~ 0, (5.1.70) becomes

2/0 2/0
(fl) P DB -1} (i;tl) . (5.1.72)
Po 3
The LHS of (5.1.72) is independent of ¢; we must, therefore, have
o\ A4 1\?0
=7, m:<—) (——J . 5.1.73
gl P 3 ( )

With this value of 7, we have A = 3 (see (5.1.66)) and the special solution
(5.1.55) reduces to the well-known Primakoff solution for explosion in water:

_17“
10t

3o _12 5

p= ot 25y, p="t"5¢3 (5.1.74)

g 100

where 4
PO ,2/5,
<r < -——t .
0<r< 55 ; (5.1.75)
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see (5.1.56) and the definition of the constants in (5.1.71) and (5.1.54).

It is clear from the above that while the basic idea of expressing the
solution of the equations of motion and continuity in terms of a ‘potential
function’ is very ingenious, there is a need to generalise the work of McVittie
(1953). All the solutions found by him have a linear velocity profile. The
particle adiabacy condition further restricts the class of explicit solutions.
This class of solutions must be enlarged so that they can be applied to other
physically realistic situations. This is what we attempt to do in section 5.3.

5.2 Exact Solutions of Gasdynamic Equations in

Lagrangian Co-ordinates

A study related to that of McVittie (1953) is due to Keller (1956) who
apparently was not aware of the former work. The approach here, how-
ever, is quite distinct and applies to all geometries—planar, cylindrical,
and spherical. The basic idea is to use the single second order nonlinear
partial differential equation governing the Eulerian co-ordinate with the La-
grangian co-ordinate h and time t as independent variables (see Courant and
Friedrichs (1948)). First, product solutions were sought without reference
to boundary conditions. These solutions depend upon an arbitrary func-
tion which is related to the entropy distribution in the gas. Applications of
isentropic and nonisentropic solutions include flows with shocks of finite and
infinite strength and vacuum fronts. We shall bring out the relationship of
these solutions with those of McVittie (1953).
Let us introduce the Lagrangian co-ordinate of a particle, namely,

y(h,t)
h = / r"p(r,tydr, n=1,2,3, (5.2.1)
y(0,t)

where y(h,t) is the radius of the particle with Lagrangian co-ordinate h
at time t, and n = 1,2,3 for planar, cylindrical and spherical symmetry,
respectively. In the latter two cases y represents the distance from the axis
and center of symmetry, respectively. From the definition of y, the velocity
u of a particle is given by

U=y (5.2.2)

Differentiating (5.2.1) with respect to h, we have the density p and specific
volume 7 given by

T=p =y Ly (5.2.3)
We assume that the flow is inviscid and nonconducting so that the entropy
s of a particle is independent of time and, therefore,

s = s(h), (5.2.4)
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The function s(h) is given either by the initial data or is determined by the
shock motion imparting different entropy values to different particles.
The thermodynamic relation for a polytropic gas or liquid has the form

p=p(p;s) = g(7,s)
= go+A(s)T7, (5.2.5)

where the function A(s), the adiabatic exponent v = ¢,/c,, and the internal
pressure gg are assumed to be known. The advantage of the Lagrangian
co-ordinate system is that the equation of particle isentropy does not need
to be imposed explicitly.

In terms of the quantities defined above, the equation of motion is simply

"Ly )n + gss (5.2.6)

or, for a polytropic gas obeying (5.2.5), we have

Y = YABS) " yn) T T Y )y = An(y" ) Ty (5.2.7)

One disadvantage of (5.2.7) is that the exponents of y and its derivative are

in general nonintegral. Equation (5.2.7) is a second order nonlinear PDE

for y(h,t), where the function A is assumed to be a known function of s and

hence of h (see Courant and Friedrichs (1948)). Once solutions of (5.2.7)

are known, the physical quantities may be found from (5.2.2)(5.2.5).
Looking for product solutions of (5.2.7) we write

yu = —y" gr (y

y(h,t) = f(R)j (1) (5.2.8)

Substituting (5.2.8) into (5.2.7) and separating the variables, we have
G = ATt =, (5.2.9)
AT AT T T = (5.2.10)

where A is the separation parameter and prime denotes derivative with re-
spect to t in (5.2.9) and with respect to h in (5.2.10). Equation (5.2.9) is
easily integrated to give

GP = e va (1), (5:2.11)

() = 2\logj+a, (y=1), (5.2.12)
where a is the constant of integration. Excluding the case j = constant

which is possible only if A = a = 0 or if j = 0, we have an implicit solution
for j given by

7 2\ —-1/2
=) +a] dj =t 1), 5.2.13
/j [n(2—’y)‘7 j (v#1) ( )
j
/[2Alogj+a}—1/2dj=t (y=1). (5.2.14)
Jo
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Writing (5.2.10) more explicitly, we have
VAL F T (= )RR ) T
—fPRf YT A = N (5.2.15)

Introducing the inverse function h = h(f) and writing h'(f) = q(f), (5.2.15)
may be written as

VA= q P 4 (= 1) 2 g

" )T A () = A (5.2.16)
Assuming that v # 1 and introducing further the functions
z=q""" B(f) = A/, (5.2.17)
in (5.2.16), we have
—1
2~ —1)(y — 1)f "+ T (log BY
A =1 1) (y-1)41
——f" = 2.1
B f 0, (5.2.18)

where prime denotes differentiation with respect to f. The solution of
(5.2.18) may be written as

2 = f=DO-1 =/ lG _ Ao =b /f fB—l/’Ydf] , (5.2.19)
Y

where G is a constant. We have ¢ from (5.2.17) and (5.2.19). Since h/(f) = ¢,
we also have

B — ! fn—lB—l/’Y [G _ w /f fB_l/”Ydf df. (5.2.20)

v/ (v=1)
fo ]

Equation (5.2.20) gives f as a function of h implicitly. If we define

B v/(v=1)
F(f) = [G T / B Vdf] , (5.2.21)
we may solve for B(f) provided A\ # 0:
B(f) = (=\f)"(F")F. (5.2.22)

The flow variables may now formally be written from (5.2.2)-(5.2.5),
(5.2.8), (5.2.20) and (5.2.21), where we assume that 7 # 1 and A # 0 and
where f = y/j(t). Thus, we have

J

u(y,t) = v (5.2.23)
Ty t) = =Myi" T/ F'(yih, (5.2.24)
p(y,t) = go+i "F(yj ). (5.2.25)
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We may observe that, provided j(t) is governed by (5.2.13) and (5.2.14),
equations (5.2.23)—(5.2.25) give solutions of gasdynamic equations in Eule-
rian co-ordinates for n = 1,2, 3 for arbitrary choice of the function F. This
is the same form as obtained by McVittie (1953). Indeed, the expressions
(5.2.13) and (5.2.14) for j(t) may be verified to be essentially the solution
of the Abel equation derived by McVittie (1953) (see section 5.1). In the
solution (5.2.23)—(5.2.25), the function F' must be chosen such that 7 (and
hence density) given by (5.2.24) is positive, that is, F' must be monotonic
in the region where y is of one sign. For the excluded case v # 1, A = 0, the
solution is given by

u(y,t) = y;zt, (5.2.26)
T(y,t) = j"BY(yi~HGc

= t"b(yt™ ), (5.2.27)
ply.t) = go+j G0

= go+ It (5.2.28)

where an arbitrary function b and a constant [ have been introduced. The
solution in the present case becomes simpler since (5.2.13) now integrates
to give

j(t) = +a'/?t, (5.2.29)

where we have assumed that j(0) = 0.
Now we consider the case v = 1. With B(f) from (5.2.17), (5.2.16)
becomes

N (e % + %f =0 (5.2.30)
and integrates to give
a(f) = 1B Pexp | LB (5.2.31)
and, since B(f) = q(f), we have
b= [ 1B e [ AT Oda 23

Equation (5.2.32) gives f = f(h) implicitly. Again, if we define

f
P =exp [ -MB7Y, (5.2.33)
then, for A # 0, we have

B(f) = —MfF(F")~L. (5.2.34)
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The special cases v = 1, A # 0 and v = 1, A\ = 0 may be obtained from
the above appropriately.

The forms (5.2.23)—(5.2.25) and (5.2.26)—(5.2.28) each represent non-
isentropic solutions of the basic gasdynamic equation and involve an arbi-
trary function. The pressure in the latter solution is a function of time alone.
These solutions are explicit if the integrals in (5.2.13) and (5.2.14) can be
found explicitly.

Now we consider isentropic solutions as a special case. Here the function
A(= B) is constant. Then, from (5.2.21) and (5.2.33), we have

)\(,7 _ 1) v/(v=1)

F(f) = |G- Wﬁ v #1, (5.2.35)
2
F(f) = exp-— % v=1. (5.2.36)

The solution (5.2.23)(5.2.25) with v # 1, A # 0, and f = yj ! becomes

u(y,t) = wji'i ", (5.2.37)
N Ay —1) o 1O

T(y,t) = j"BYY [G—%y% 2} , (5.2.38)
B Ay —1) 5 170D

py,t) = go+j " [G_Q(;YTl/V)y% 2} . (5.2.39)

Here, B and G are constants while j(¢) is given by (5.2.13). For A = 0 and
all v # 1, the solution (5.2.26)—(5.2.28) holds with b a constant.

For v = 1 and all A, equation (5.2.37) still holds but (5.2.38)—(5.2.39)
become

) —/\j_2y2
t) = j'Bexp———— 2.4
T(y7 ) .7 eXp QB ) (5 0)
o - F—2,.2
p(y;t) = go+J exp%, (5.2.41)

where B is a constant. j(t) is now given by (5.2.14).
For an example of isentropic flows we choose a = 0, v # 1 in (5.2.13)
and integrate to get

. i 2\ 1/2 n(’}/ _ 1) 492 2/{n(y—1)+2}
0= { [m} (ﬁ) t} : (5.2.42)

With G = 0 in (5.2.38)—(5.2.39) we obtain a simple explicit solution for

isentropic flows:

2 -1
) = ———yt 5.2.43
u(y, t) -l ( )
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(g t) = ﬁ(n(v—l)w)z Vo
yt) = | po—

X (yt= )00, (5.2.44)

/(1)
B (n(y—1)+2\%]"
ply.t) = go+B|= (M)
v—1
x (yt~ )2/ =1, (5.2.45)

As an application we again consider the propagation of a strong shock
with the equation y = R(t) into a quiet medium with variable density po(y)
and pressure zero. The shock conditions in this case are

1
% - ::—: (5.2.46)
_ 2p 1/2
. 1 1/2
B = [%} , (5.2.48)

where p is the pressure behind the shock. We wish to find the functions
F(yj—Y), R(t) and po(y) such that the solution, given by (5.2.23)-(5.2.25),
satisfies the Rankine-Hugoniot conditions (5.2.46)—(5.2.48). To that end, we
insert the former into the latter and obtain

F(RiH  _y+1

= 24
AR po(B) -1 (9:249)
j (v + 1)po(R) ’ -
. 1 i~ E(Rqi—1 1/2
R o= [T ){90;;(‘]7(1%) (B )}] . (5.2.51)
From (5.2.50)—(5.2.51) we have
) y
% = ’YTHJ; (5.2.52)
Integrating (5.2.52) we get
R(t) = Rolj()) "*/2, (5.2.53)

where Ry is a constant of integration. Putting (5.2.53) into (5.2.50) and
using (5.2.11) satisfied by j(t), we have

+1 _ _
F(z) = VTpo(xmwm R/
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2\
X | ———(zR7H™ + D
n(— ) o)

% R(=2n7)/(v=1) 5 [(2n+2)y=2]/(v=1)

—go(zRy M)/ 0=, (5.2.54)
Thus, the function R(t) is given by (5.2.53) while F(z) and po(z) are re-
lated by (5.2.54). The solution so obtained has Ry, D, and A as arbitrary
constants. The conditions (5.2.47)—(5.2.48) across the shock are already

satisfied. We substitute (5.2.53) and (5.2.54) into the third shock condition
(5.2.46) to find F. We let go = 0 for simplicity. We thus obtain

2AR3"
n(l—7)

From (5.2.55) and (5.2.54) we get the undisturbed density as

—1/2
F(z) = Fya" [ + Dm2”] : (5.2.55)

2Fn Ry 2/ (v=1) 9\ R2n
po(R) = 00 [ 0

7+1 n(l—7)

—-3/2
_|_DRé4”)/(’Y+1)R[2n('yfl)/(7+1)] /

x RU(n=2)y=3n+2]/(v+1)

« RI2(n=2)y=6n+4]/(y+1)(v=1) (5.2.56)

Fy in (5.2.55) and (5.2.56) is an arbitrary constant. The corresponding
solution with gg # 0 is somewhat more complicated. The above solution
involves four arbitrary constants—Fj, A, Ry, and D—and describes a shock
moving according to (5.2.53), where j(t) is given by (5.2.13). The flow
behind the shock is given by (5.2.23)—(5.2.25) with F'(z) defined by (5.2.55).
This flow may be viewed as produced by a piston moving along one of the
particle paths, Y (t) = Ypj(t), say. The above solution was derived subject
to the constraints that v # 1 and X\ # 0.

As in the paper of McVittie (1953), the well-known Primakoff solution
may be obtained as a special case if it is assumed that po(R) = constant. It
follows from (5.2.56) that we must now have

3n — 2

D=0, y="—p. (5.2.57)

For the spherically symmetric case, n = 3, (5.2.57) gives v = 7. In this case,
we get from (5.2.13) and (5.2.55),

1/10 -3
5= n)12 33K R;
j—th , Fx)==x SV

The solution (5.2.23)-(5.2.25) with the functions j(¢) and F(z) given by
(5.2.58) coincides exactly with the solution of the point explosion problem

(5.2.58)

© 2004 by Chapman & Hall/CRC



170 Shock Waves and FExplosions

in water found first by Primakoff (Courant and Friedrichs (1948)). Here we
assume that A < 0. Now we may compare the approaches and results of
McVittie (1953) and Keller (1956). McVittie (1953) wrote a very general
form of the solution of equations of continuity and motion in Eulerian co-
ordinates in spherical symmetry in terms of a potential function but then
restricted its form to a product of a function of time and a function of a
similarity variable. He obtained solutions which have a linear distribution
of particle velocity. In the two forms he wrote, one involves a function
of time governed by an Abel equation while the other has an arbitrary
function of the similarity variable. Keller (1956) adopted an entirely different
approach. He attempted to solve the single second order nonlinear PDE for
the Eulerian co-ordinate with the Lagrangian co-ordinates as independent
variables. His product solutions again end up with a particle velocity which
is linear in distance. Both these approaches deserve further investigation
and generalisation. We take up this matter in the next section.

5.3 Exact Solutions of Gasdynamic Equations with

Nonlinear Particle Velocity

As we pointed out earlier in section 5.2, the investigations of McVittie (1953)
and Keller (1956) are both restricted to flow velocities which are linear
functions of the spatial co-ordinate. There is considerable scope to extend
their results such that the velocity distribution is given by a more realistic
nonlinear function. We recall that Taylor (1950) chose particle velocity
behind the shock heading a blast wave as a sum of a linear term and a
nonlinear term in the similarity variable (see section 3.2). He then found
an approximate solution analytically which was in excellent agreement with
the numerical solution. This work was later extended by Sakurai (1953,
1954) to other geometries. We shall generalise the work of McVittie (1953)
in two ways. First, we shall write (5.1.18) or (5.1.21) as ¢ = «(r/t)a(x),
where « is a constant, and find an equation for the function a(z) such that
the adiabatic condition (5.1.36) is satisfied; the solutions (5.1.18)—(5.1.20)
already satisfy equations of momentum and continuity. We shall discuss
in some detail a particular form of a(z) which is similar to that of Taylor
(1950); our solution, however, would be exact and satisfy all the equations of
motion. The second generalisation is motivated by the simple form (5.1.19)
for the density distribution. Several results of McVittie (1953) and Keller
(1956) may be identified as special cases of these more general solutions.

We begin by writing the particle velocity in the formal solution of equa-
tions of motion and continuity (5.1.18)—(5.1.20) as

q = art ta(z), (5.3.1)
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where
(1 = g)wy + wWey

2wy + TWep

a(x) = (5.3.2)

For this case, the function f(t) has already been chosen to be f = t*9 where
g is a constant. We may write (5.3.2) as

w” = A(x)w, (5.3.3)
where ' = d/dx and

_1—g—2a

Aw) = A5 (5.3.4)

The function a = a(z) is arbitrary so far. It will be determined to satisfy
the equation of particle isentropy. It follows from (5.3.3) that

w(z) =c1 + CQ/ e’ AG)dz gy, (5.3.5)

where ¢y and ¢; are constants of integration. With this form for w(z) we
may write the solution (5.1.18)—(5.1.20) as

q(z,t) = at*'Q(x), (5.3.6)
p(z,t) = —co(1+ g)t* 9D R(x), (5.3.7)
p(z,t) = po+?t92P(x), (5.3.8)
where
Q) = w=a(z),
R(z) = ﬁef”@dﬁ (5.3.9)

P = g(o- g )etal(g o)+ 0+ gyl 10

+o / 2+ %GQA + (92 - g)] el Ay

(y) —1 o
Here, pg, cp amd ¢; are constants.
We may observe that for any function F' = F(z), x = rt~%, and q(z,t)
given by (5.3.6) and (5.3.9)1, we have

(% + q%> F=a(a~1)7F). (5.3.10)

Therefore, substituting the expressions for ¢, p and p from (5.3.6)—(5.3.9)
into the equation of particle isentropy,

0 0
=~ rg= - — 3.11
(8t+q8r) (logp —ylogp) =0, (5.3.11)
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and making use of (5.3.10), we obtain

B+ az(a—1) (% - 'y%’) — 0, (5.3.12)
where
B =ag(l—7)+2(ay—-1). (5.3.13)

We let ¢p =1, ¢; =0 in (5.3.9)2. From (5.3.9)2, we have
R 2-g-3a—uad
R z(a—1)

Here we assume that a(z) # 1. This singular case would be treated sepa-

rately.
From (5.3.12) and (5.3.14), we have

(5.3.14)

’ 1 T
P = C(x)P( ) (5.3.15)
where
C(z) = az(a—1) (5.3.16)

2 — ag — 3aya — ayzra'’
Differentiating (5.3.15) we get

(1—C'(z))P' = C(z)P". (5.3.17)
From (5.3.9)3 with ¢g =1, ¢; = 0 it follows that

1-1 @
Plz) = (149)1-1/a)+ % tatadle) AP (5318)
P"(ac) _ x((l%_gl)ﬁefx A(z)dz % [:EQCLQQH o 2x2aa// +:L'20L” o (1 +g)xaa/

2 1 1
—2a3 + <1+——g)a2+ (——l—g)xa’——(l—g)a :
a a a
(5.3.19)
Substituting (5.3.18) and (5.3.19) into (5.3.17), we obtain
v
z(a —1)2
x[z2a%d” — 222ad” + 2% — (1 + g)zad — 243
+(1+ (2/a) — g)a® + (g + (1/a))zd’ — (1/a)(1 — g)a]. (5.3.20)
Substituting for C'(z) and C'(x) from (5.3.16) into (5.3.20), we get
[(2/a = g =~(3a +2a"))* = (g = 2/a) = (2/a — g+ 37)a
—(2/a — g — 3y)xd + vz2a? — yx2ad” + 3ya® + ya2d"]
[a? — (a/a) + zad’ — zad'] — [(2/a — g) — v(3a + za')]
x[z?a%d” — 222aad” + 2%d" — (1 + g)zad’ — 2a® + (1 + 2/a — g)a®
+(g+1/a)zd’ — (1/a)(1 - g)a] = 0.

1 -0 - 1/a))(a/(a—1)) +a+za] =

X

(5.3.21)
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Thus, the solution (5.3.6)—(5.3.8) of the equations of motion also satisfies
particle isentropy (5.3.11) provided the function a(x) # 1 satisfies (5.3.21).
This function is related to w(x) via (5.3.2). Indeed we may derive a third
order ODE for w’ which however is not much simpler to handle.

Motivated by the approximate form of the similarity solution of Taylor
(1950), we consider the special case

a(x) = Aozt + A1, (5.3.22)

where u, A\ and A; are constants. With this choice of a(z), the function
A(z) in (5.3.4) becomes

1 — g — 2)\033‘“ — 2)\1

A
(l’) .’L‘()\ox'“ + A — 1)
1
= —(;rig)x—“ﬂ” —2z7h A =1 (5.3.23)
0
1—g—2\)1 (1 Aozt 1
(I-g—2\)1 (I+g) Aoz M AL
A —1 x A —1 gt + XM —1
Therefore, we have
/ A(z = ) T H—2logx+ Ay, M =1
)\OM
and
Aot + Ay — 1)
X _ p(l—
/ A(2)dz = log Ay + log X F M DI oy (5.3

1M

The solution (5.3.6)—(5.3.8) now assumes the following forms for \; = 1 and
A1 # 1, respectively.

A =1
q(z,t) = at® ezt + 1),
(+g9) —
plz,t) = —coAghgt(l + gt 2= 43) Son © M, (5.3.25)
p(z,t) = po+a’t™*P(),
where
1 1
Pz) = g (g - E) c1 + colo <— — g+ (14 g)( Mozt + 1))
_q G40 g-n 1 +g )\08“ + )\1)
1
e oo / ( Aost + A1 — 1
14
+9° - 3)8‘26%_58 ds (5.3.26)
a

and pg is a constant.
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AL
q(z,t) = ataflx()\oa?“ + A1),
p(.%',t) = —CQA()(l + g)ta(g_Q)
(Moah + Ay — 1) 0!
0% 1 — xh
X e , (5.3.27)
1+=20
T 1-Xp
plz,t) = po+a’t™2P(x),
where

P(x) = g<g—$)01+60140{<é—9)

1+
()\Oxﬂ + )\1 — 1)#(1*?\1) :|

+(1 + g)()\oxﬂ + )‘1) 1402

T -
@ (Mos* + A1)
A 2(1
o 0/ [ ( +g) ()\08“—1—)\1 - 1)
9 g\ (os*+ A — 1)M<%+§1>
+19” — o Ty ds.
S 1-Xq

(5.3.28)

We consider the special case g = 2/a, Ay = 0, which leads to a simple

solution. To satisfy the adiabatic condition (5.3.11) with a(z) = Aoz*, we

must find C(x) from (5.3.16):

o . xl=H
YB+ ) AvB+p)

Equation (5.3.21) in the present case becomes

C(x) =

(5.3.29)

AL+ @)1+ 7B+ )™ + AF[(1/a + p)

X (14934 p) + (1= p) (1 + p)a*) = M1 — p)(1/a + p)z*

= A (u(p = 1) = 22 + AJ[1 = 2u(p — 1) = (1 +2/a)plz™
+o[u(pe — 1) + Bu/a) — 1/a(l — 2/a)]at. (5.3.30)

This equation is identically satisfied if

p=-1/a,
and
either pu+1=0 or 1+~(34u)=2-—pu. (5.3.31)
These relations yield
w=-1, a=1, (5.3.32)

both when v # 1 and when v = 1.
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It is clear from (5.3.14) that the case a(x) = 1 is singular and must be
treated separately. Using (5.1.13) and (5.1.17), we find that the solution
(5.1.18)—(5.1.20) of the equations of continuity and momentum for this case
becomes

g = at®lz= a%,
p = t*3aM7 (5.3.33)
x

p = po+all—a)t 2w+ zw, + Q1))

where pg is a constant. When the particle adiabacy condition (5.3.11) is
imposed on the solution (5.3.33), we get

o -D-2 QW
t w + zw; + Q)

=0. (5.3.34)

This equation may be satisfied if either of the following conditions hold:

(i) Q'(t) =0, i.e., Q = constant, and o = 2/(3y — 1).

(ii) (zw)y = co, a constant, and so w = ¢y + ¢1/x, where ¢; is a constant of
integration. Moreover, Q(t) = —co + c2t>~*G7=  where ¢; is another
constant.

Correspondingly, we have the following representations of the physical quan-
tities. For case (i), we have

q = 2 t372*1_1x
3y—1 ’
p = pTeT M’ (5.3.35)
x
6(v—1) 2 2
— . TR
p Do + (37 — 1)2 g ((‘rw)x + 00)7

where pg and ¢y are constants. In (5.3.35), w is an arbitrary function of
x=rt""
For case (ii), we have the particle adiabatic solution

g = otz
p = 0, (5.3.36)
p = po+ac(l— oz)t_?’o"y.

McVittie (1953) studied the subcase (i) of this singular solution with
a = 1. Thus, his analysis for the particle adiabatic motions relates only to
this special case.

Now we indicate how to generalise the solutions of McVittie (1953) from
a different point of view. The form (5.1.19) of the solution for the density
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function suggests that, provided this function is analytic in the neighbour-
hood of x = 0, we may write

[t%‘/f(t)} p =z (2w, = i anz™. (5.3.37)
n=0

where a,, are arbitrary constants. Integrating (5.3.37) twice we have

w(z) =Y bpa"t?, (5.3.38)
n=0
where a
by = ———— . 5.3.39
(n+2)(n+ 3) ( )

The particle velocity and pressure may then be found from (5.1.18) and
(5.1.20). It may easily be verified that case B of McVittie (1953), given
by (5.1.30) and (5.1.31), is obtained if we choose ¢ = —1 and f = t~°.
However, the function F'(x), which is arbitrary therein, is now specified as
an analytic function Y o> ; an,z™ about = = 0; the velocity profile, however, is
now rendered more general. We may impose the particle isentropy condition
(5.3.11) on the present form of the solution to determine the coefficients
an. Since the details are rather complicated, we shall publish these results
subsequently.
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Chapter 6

Converging Shock Waves

6.1 Converging Shock Waves: The Implosion
Problem

The generation and propagation of converging shock waves is a fascinating
phenomenon which has a long history and continues to arouse interest. It
was first treated by Guderley (1942). This may be visualised in two ways—
either arising from a converging spherical or cylindrical piston, or by the
instantaneous release of energy on a rigid spherical or cylindrical wall. In
the latter case we may imagine a spherical or cylindrical chamber of radius
Ry containing a test gas at initial pressure po and initial density pg. At
time t = ¢; < 0, a finite amount of energy Eq or, for the cylindrical case
Ejy per unit length, is released instantaneously at a radius Ry, generating a
strong shock wave. At subsequent times, the shock wave collapses towards
the center or axis of symmetry.

We first consider the simplest situation when the resulting flow is self-
similar, as considered first by Guderley (1942). Here, however, we follow
the more recent work of Chisnell (1998) who has studied this problem for a
long time (see Chisnell (1957)). This problem is also an excellent example of
self-similar solutions of the second kind when the similarity exponent is not
obtained from the dimensional considerations alone but must be determined
by solving an eigenvalue problem for a nonlinear ordinary differential equa-
tion. There are other attractive features of this problem—a rich analytic
structure and asymptotic character of the solution relating to its stability.
We may mention that not all questions regarding the nature of the possible
solutions of this problem have been answered.

Chisnell (1998), unlike previous investigators, was able to get accurate
analytic and numerical results—the former, though approximate, give an

177
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‘extremely good’ value of the similarity exponent and yield a simple analytic
description of flow variables at all points behind the converging shock.

We write the equations of symmetric (spherical and cylindrical) adiabatic
equations of motions as

pi +upy + pr' S (ur™1), =0, (6.1.1)
U + U, + lpr =0, (6.1.2)
p
0 0
- il TV —
(5 + s ) (/o) =0, (6.1.3)

where the last equation describes constancy of entropy along a particle line.
s = 2, 3 for cylindrical and spherical symmetry, respectively. We may replace
p in (6.1.2) and (6.1.3) by the speed of sound via ¢ = yp/p. Introducing

now the variables

7“2

r
p=pG, u= ZV’ ? = t_22’ (6.1.4)

the partial differential equations (6.1.1)—(6.1.3) assume the form
tGy +VrG, + GrV, = —sVG, (6.1.5)

17 1 27
tVi+VrVi+ = ZrGr + =12, = V-V>*-"2_  (6.1.6)

G g g
Zt Zr Y — 1 N
Introducing the similarity variable
r

= — 6.1.8
=1, (6.18)

where R(t) is the distance of the shock from the origin or axis of symmetry
at time ¢(< 0), the derivatives in (6.1.5)—(6.1.7) change according to
0_10 0_0 ko
or  ROE ot ot “ROE
where R = dR/dt. The expli(;it time dependence in the resulting equations
will occur only in the form tR/R. If we let

(6.1.9)

t% =a or R=A(-t), (6.1.10)

where o and A are constants, and let G,V and Z depend on £ alone, we get
the system of ODEs

£V/—|—(V—a)£%/ = —sV, (6.1.11)
, Z.G 1, , 27

el , 2Z(1-V)
(V=125 —E2 = (6.1.13)
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Solving for V', G’ and Z’, we have

179

Implosion Problem

Vo= X (6.1.14)
e A
& = 2%’ (6.1.15)
, A
¢z = Zf’ (6.1.16)
where
A = —Z+(V-a) (6.1.17)
_ Al 21 —a)) o
A = A{\/ - } (@-VQ(V),  (6.1.18)
. 2(1-aq)
Ay = %Q_WA—QWL (6.1.19)
Ay = %aPA{a—V+1;a}
oy —1)(a— V)Q(V)], (6.1.20)
and
QV)=sV(V —a)+ M(a —V)=V(V =1). (6.1.21)

v

We may reduce the discussion of the above system to the (Z, V') plane since

dz  Ajs
—_— = .1.22
ARYNE (6.1.22)
and relate other variables via
1dG Ao
—_—— = — 1.2
GdV Ay’ (6.1.23)
1 d¢ A
- = 6.1.24
&Edv Aq ( )

Once the solution of (6.1.22) is known, (6.1.23) and (6.1.24) give G as a

function of Z or V and relate (V, Z

, G) to the variable &.

Assuming that the shock produced is strong, the Rankine-Hugoniot con-

ditions across it are
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ST (6.1.25)
2 g (6.1.26)
L 1.
29(y —1) -9

. 6.1.27
(v+1)2 ( )
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On using (6.1.4) and (6.1.10), these conditions at the shock £ =1 become
vy+1 20 2v(y — 1)a?

=Ty =2 g, =Y
v—1 v+1 (v+1)

where the suffix s denotes conditions immediately behind the shock. Since

§ = = (r/A(—t)*), the point far behind the shock where 7 is large corre-
sponds to £ = oo so that

V(o) =0, Z(0) =0, (6.1.29)

(6.1.28)

S

stating that the particle velocity and sound speed both are zero there.

Now we pose the BVP problem in the (V| Z) plane. According to (6.1.17),
A = 0 is a parabola touching the V-axis at V = a. Also, in view of (6.1.28),
A has a negative value —a?(y — 1)/(y + 1) at the shock & = 1. It is equal
to o > 0 at £ = oo. The solution curve must cross the parabola to reach
the point (0, 0) which represents the point far behind the shock. To avoid
infinite slope at the point of crossing, the denominators A; (i = 1,2,3) in
(6.1.14)—(6.1.16) must also vanish there. According to (6.1.18), A; = 0 when
A = 0 provided Q(V) = 0. Q(V) (see (6.1.21)) is a quadratic in V. For a
given value of -, there is a value of the parameter « for which a solution
of (6.1.22), starting at a singular point on A = 0, passes through the shock
point (6.1.28). Only one of the zeros of Q(V) would permit that. Besides,
one would have to resort to iteration to solve this eigenvalue problem with
« as the eigenvalue. One could alternatively start from the shock and find
a such that the solution passes through the ‘appropriate’ singular point (see
Zeldovich and Raizer (1967)). After solving the problem in the (Z, V') plane
one could numerically integrate (6.1.23)—(6.1.24) to complete the solution.
Since the approximate solution given by Chisnell (1998) still requires an
iteration to find the exponent «, we content ourselves here with a summary
of his analytic approach. Equation (6.1.22) is written as

1dZ M@V 4 (1-a)/3) + (3 Do -V)Q
Zdv AV =21 —a)/y)(a—=V)+(a—-V)2Q "

(6.1.30)

@ is given by (6.1.21). The basic idea is to examine the local behaviour of
the function Z at the two singular points, guess a trial function Zp which
has the right behaviour at these points and hence substitute it into A on
the right hand side of (6.1.30). This enables an integration of (6.1.30) in a
closed form.

Using the auxilary equations (6.1.23)—(6.1.24) along with the conditions
at the shock, the (approximate) analytic form of the solution behind the
shock is determined. Unfortunately it introduces another unknown constant
into the solution, namely Vj, the value of V' at the other singular point (a
zero of Q(V') = 0) which also must be found as part of the solution. However,
a relation between « and Vj is found such that ultimately one has to find
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Us 5/3

1/&
Figure 6.1 The particle velocity u/ug versus 1/§ = R(t)/r for (a) spherical and
(b) cylindrical symmetries for different values of v (Chisnell, 1998).

/&

Figure 6.2 The density p,/p versus 1/ = R(t)/r for (a) spherical and (b) cylin-
drical symmetries for different values of v (Chisnell, 1998).

only the parameter Vj/« using iteration. It is observed that, for v = 1.4, a
six figure accuracy for a/Vjp is obtained, with just one iteration. For v = 3,
however, one has to iterate five times to obtain an accurate value of a/Vj to
five decimal places. A local analysis in the neighbourhood of the appropri-
ate singular point was also performed earlier by Sakurai (1959) in the context

© 2004 by Chapman & Hall/CRC



182 Shock Waves and FExplosions
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Figure 6.3 The pressure pg/p versus 1/ = R(t)/r for (a) spherical and (b) cylin-
drical symmetries for different values of « (Chisnell, 1998).

of self-similar solution of second kind describing the expansion of a shock at
the edge of a star.

Chisnell (1998) also observed that, as the value V at the singular point
changes from the larger zero of Q(V) to the smaller one, its nature also
changes. In literature it is the larger singular point which is referred to in
this class of problems. This is the well-known saddle point singular point.
This is the case for v < 5/3. However, when Vj is the smaller zero of Q(V),
which is the case for v > 2, the singular point has a nodal character.

The numerical results for uw/ug, pg/p, and pg/p versus 1/ = R(t)/r
for spherical and cylindrical symmetries for different values of ~ are shown
in Figures 6.1-6.3. The velocity and density profiles have a monotonic be-
haviour. The pressure has a more complicated distribution. It decreases
monotonically behind the shock if v > 3 but has a maximum behind it
if v < 2. In the next section we show how the existence of the pressure
maximum behind the shock may be used to give an analytic solution of the
problem.

An interesting review of self-similar spherical compression waves in gas
dynamics with applications to inertial confinement fusion (ICF) was given
by Meyer-ter-Vehn and Schalk (1982). The analysis here follows closely the
original work of Guderley (1942) on imploding shock waves. The relation
between different isentropic and nonisentropic self-similar waves describing
imploding and exploding flows is brought out by placing them all on Gud-
erley’s original chart of solutions. This includes the cumulative isentropic
solutions of Kidder (1974) where all matter finally collapses into a point
and the noncumulative isentropic solutions discussed by Ferro Fontan et al.
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(1975, 1977) which contain the reflected shock after the imploding shock has
reached the center, and finally the imploding shock solution and its exten-
sion to nonisentropic imploding shells. The latter is closest to the situation
in ICF target implosions. It was shown that the solution in the center behind
the reflected shock after shell collapse is of the same origin as the famous
blast wave solution of Taylor (1950) and Sedov (1946).

An important comment on the intermediate asymptotic nature of self-
similar solutions of the second kind in the context of the converging shock
solution was made by Meyer-ter-Vehn and Schalk (1982). It may be observed
that a large class of non-self-similar spherically imploding waves with rather
general boundary conditions outside and a shock front propagating into the
undisturbed gas approaches the self-similar solution asymptotically for radii
r and times ¢ close enough to the collapse point » = 0 and ¢ = 0. It is also
known that, in Guderley’s solution, the shock velocity and strength as well
as other parameters behind the shock, such as temperature, tend to infin-
ity upon convergence. This is clearly unphysical and comes about because
of the neglect of such effects as heat conduction and radiation. Therefore,
the real shock implosions will deviate from the self-similar solution in the
neighbourhood of the center of implosion. This is typically the intermedi-
ate region where the self-similar solution is approached by more realistic,
non-self-similar solutions, leading to the term ‘intermediate asymptotics’.
Only numerical attempts have been made to study this aspect of self-similar
solutions of the second kind and more work needs to be done to establish
the intermediate asymptotic character of these solutions.

Meyer-ter-Vehn and Schalk (1982) carefully analysed the singular points
(six in number) in the reduced particle velocity—sound speed plane and in-
terpreted various solutions arising from the joining of these singularities by
separatrices or otherwise. The medium ahead of the converging fronts is as-
sumed to be variable, pg ~ r, so that the solution, in general, depends upon
four parameters, namely, K, n, the dimensionality parameter equal to 3, 2,
1 for spherical, cylindrical and plane geometries, respectively, v = ¢p/cy,
and the similarity exponent «. A variety of solutions were discussed with
regard to their dependence on these parameters.

6.2 Spherical Converging Shock Waves: Shock
Exponent via the Pressure Maximum

In an interesting paper, Fujimoto and Mishkin (1978) made an effective use

of the existence of a pressure maximum behind the shock to find analytically

the exponent in the converging shock law; this is in contrast to the analysis
of the last section. We consider the spherically symmetric converging shock
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waves, governed by the system

2pu
pu+upy ++pur + L= =0,

1
Ut + Uty + ;pr =0,

) B
_ - . -7\ —
5 (pp™7) +u 5 (pp™7) =0,

and write the self-similar solution in the form
p=poR2P(£), p(r,t) = poR(),

where

T
£_E7

U(T, t) = RUl (E)’

(6.2.1)

(6.2.2)

(6.2.3)

(6.2.4)

(6.2.5)

and R = R(t) is the distance of the converging shock from the center of
implosion. Introducing (6.2.4)—(6.2.5) and the auxiliary function U () via

Ui(§) = U(§) +¢,
into (6.2.1)—(6.2.3) we obtain the system of ODEs

R = U +3U 42671,
—R7IP = UU' + A+ 1)U + ),
PP —AR™IRW = 20Ut
provided
A= RR2R

is a constant. This requires that

1
R(t) =const - (1 —t/t.)", a=-—,
1—A
where « and ¢, are constants.
The strong shock conditions
2 . v+1
Rt) = R*, p(R,t) = )
p(R,t) T p(R,t) v
2
u(R,t) = ——R,
(#.4) v+1
in the light of (6.2.4), (6.2.6), and (6.2.11), become
2 v+1 1—7
Pl)=—= R1)=— Ul)=_—7
v+1 v—1 I+~
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(6.2.8)
(6.2.9)

(6.2.10)

(6.2.11)

(6.2.12)

(6.2.13)
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It is assumed that the shock radius is given by & = 1, that is,
R(t) = const. (1 — t/t.)*. The exponent o must be found by solving (6.2.7)-
(6.2.9) analytically or numerically subject to (6.2.13). It is not difficult to
write the equations (6.2.7) and (6.2.9) in the ‘integrated’ form

P U \”
% = (52[5(2)) o3, (6.2.14)
R(E) v
R0 §QU(OO—?’, (6.2.15)
implying the relation
POV _ (RO (£u©))*
o) =G) (Tm) - eaw
where .
o(€) = exp (- /1 Ul(g’)d§’>, o(1) = 1, (6.2.17)
o'(6) = —o(©OU(€). (6.2.15)
If we use the RH conditions (6.2.13), equations (6.2.14) and (6.2.15) become
2 1-— v
P = o <(1+7)£;U(£)> o, (6.2.19)
o3
RE) = Gk (6.2.20)

implying the relation

Ple) = % D—;im(g)raw. (6.2.21)

Since £(&) and P(§) can be expressed in terms of U(§) and o, (6.2.8) in-
volves U,U’ and o only. Substituting (6.2.14) and (6.2.15) into (6.2.8) and
simplifying we get
G233 UU' + A+ 1)U + X
YEU' + 29U + (2 + 3v)¢
xUYE IR P U1). (6.2.22)

Differentiating (6.2.22) we have

UU"+U? + N+ 1)U + X
UU + (A + DU + X
VU 4 3yU" + 2\ + 3\
AU+ 29U + (21 + 3X)¢
AU U + (29 — 1)L, (6.2.23)

—2A+3y-3)U!
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If we now introduce the variables x and y via

z=U'(€), y=¢"U(9), (6.2.24)
then
de. d_y = D
and so J
= e —yUE) (6.2.25)

The second derivative U”(§) can be eliminated from (6.2.25) with the help
of (6.2.23). The former therefore becomes

dy F(y; M)
o yly — x) = 22
where
Fy; A) = 295" + (2A 427 = yA)y — A, (6.2.27)
and

G(z,y;0) = ylyz + 27y +2A +3))[2* + (A + Dz + ]
+Hay + A+ Dy + MN{(vz + 27y + 2\ + 37)
X[vx+ (27 — 1)y + 2A + 3y — 3]
—y(3yr + 22+ 3v)}. (6.2.28)

The curve G(z,y; A) = 0 intersects the straight line y = x at the four points

22 21— 1)
—y= 1,12 2Ty 6.2.29
x y ) 3,_}/’ 3,.)/ _ 1 ) ( )

As £ — oo, the reduced velocity Uj(oco) must vanish; therefore,

. d
z(00) = gliglo d_g[Ul (&) =& =-1, (6.2.30)
R V(9 e S
y(oo) = glgl;o — ¢ 1, (6.2.31)

see (6.2.24). Also, at the shock & = 1, we have

6(y+ DA +~%2+ 10y + 1 1—~

see (6.2.6), (6.2.22), (6.2.24) and (6.2.13). It was observed in section 6.1 that,
for some values of v, the reduced pressure behind the shock first increases

© 2004 by Chapman & Hall/CRC



6.2 Spherical Converging Shock Waves 187

and then decreases. In fact, it follows from (6.2.8) and the integral (6.2.14)
that the slope P'(£) at the shock & = 1 is positive if v < 24+ /3. It
therefore follows that the reduced pressure must have a maximum at some
finite positive value £ = &, where P'(,,) = 0. We can also deduce from
(6.2.14), (6.2.15) and (6.2.8) by using the expressions for  and y in (6.2.24)
that, at the maximum P’(£) = 0, we have

zy+ A+ 1y+XA = 0, (6.2.33)
yr+2yy+22+3y = 0 (6.2.34)

or
20+ 2y — My A
2
——y——=0. 6.2.35
Yo+ S ( )
Since there is only one pressure maximum behind the shock, (6.2.35) implies
that

2
A=Ap =t (6.2.36)

(V7 +v2)*
From (6.2.33)—(6.2.34) we have the corresponding co-ordinates of the maxi-
mum as

Ym = _(_%Am)lﬂv T = >\m(2/’7)1/2 — 1. (6.2.37)

Thus the exponent A in (6.2.36) depends only on +; it does not depend
on the strength of the shock and its manner of excitation. It may now
be verified that both numerator and denominator on the RHS of (6.2.26)
vanish when (6.2.33) and (6.2.34) are satisfied. Therefore, the integral curve
of (6.2.26) passes through the point (z,, ¥ ) and the slope dy/dz remains
finite there. We also infer from (6.2.24) and (6.2.37) that U, at this point
is given by

Uy, = —gm(—%Am)l/z. (6.2.38)

As v increases, the similarity variable £ = &, (where the maximum pressure
occurs) decreases until at v = 2 + /3, A, = —2/3, we have y,,, = y(1) (see
(6.2.32), (6.2.36) and (6.2.37)). Thus, the maximum pressure for this value
of v occurs at the shock front where

1/2
=9 =~ (~30) = -1/V3 (62:39)

This statement is not easy to derive from numerical results.

Brushlinskii and Kazhdan (1963) showed that there is a whole inter-
val of possible « values corresponding to each v and conjectured that the
unique solution corresponds to the smallest value of a. Butler (1954) had
encountered the same situation in his investigations.

From the analysis of Fujimoto and Mishkin (1978) it follows that dy/dx
as given by (6.2.26) is nonsingular when (6.2.33) and (6.2.34) are both sat-
isfied. The argument of existence of a point of maximum pressure and the
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Table 6.1. Analytic and numerical values of self-similar exponent « for different
values of v (see (6.2.11)) (Fujimoto and Mishkin, 1978).

5y Analytic values of « Numerical values of «
(Fujimoto and Mishkin (1978)) | (Lazarus and Richtmyer (1977))
1.0 0.749
1.1 0.734 0.769
1.4 0.707 0.717
5/3 0.687 0.688
2.0 0.667 0.667
3.0 0.623 0.636
2+3 0.600 0.625
6 0.562 0.610
00 0.500 0.588

analyticity arguments proffered by Butler (1954) lead to the same unique
solution (see also reference to I.M. Gelfand in Brushlinskii and Kazhdan
(1963)).

The above arguments hold only for v < 2 4 /3. For higher values of 7,
other arguments must be used. Table 6.1 gives the values of « as obtained by
the theory presented here and the direct numerical solution of the eigenvalue
problem (see section 6.1). The agreement is good except when 7 is close to
1. For larger values of v, the numerical solution and the analysis presented
here do not agree.

Lazarus (1980) criticised the above work as ‘erroneous’. However, in a
rejoinder, Mishkin (1980) rebutted the charge and showed that there was no
logical error in the analysis of Fujimoto and Mishkin (1978).

6.3 Converging Shock Waves Caused by Spherical
or Cylindrical Piston Motions

It is natural to enquire how the converging shock may be generated. It
may then be related to its asymptotic behaviour near the center or axis of
symmetry (see sections 6.1 and 6.2). This aspect was analysed by Van Dyke
and Guttman (1982) who treated the entire problem analytically, requiring
however, in the end, an efficient computation of the series solution they
obtained. Imagine a spherical (or cylindrical) container of initial radius Ry,
filled with a perfect gas at rest with density pg and adiabatic constant . Let
the container move at ¢t = 0 with a very large constant velocity V', causing
a strong shock of radius R = R(t). This shock rushes ahead to the center
(axis).
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The equations of motion governing the flow behind the shock are

pi + (pv)r +j% =0, (6.3.1)
1
v + Vv, + ;pr = O, (632)
o 0
_ _ 7\ —
( o+ m) (pp~) = 0, (6.3.3)

with the usual notation for density, pressure and particle velocity. j = 1,2
for cylindrical and spherical symmetry, respectively. The Rankine-Hugoniot
conditions at the strong shock r = R(t) are

2

v = ——R, 6.3.4
v+1 ( )
y+1

= 6.3.5

p L) (6.3.5)

- 2 R (6.3.6)
p = o 1/30 . 3.
The boundary condition at the piston is
v=-V at r=Ry—Vit, (6.3.7)

describing the motion of the piston inward with initial radius Ry at
t = 0. Van Dyke and Guttman (1982) used this transformation, measuring
the distance r inward from the original radius Ry. The inward particle ve-
locity u equals —v. We may also introduce the variable, x = Rg — r. The
basic assumption in this analysis is that the initial motion of the piston
may be considered planar so that the shock thus produced moves with the
speed (v + 1)V (see (6.3.4)), where V is the constant speed of the gas
between the piston and the shock. The other quantities in this region are
p=po(y+1)/(y=1) and p = §(y + 1)pV?>.

It is convenient to introduce the variable

= % (% - 1) : (6.3.8)

which varies, in the planar case, from zero at the piston to unity at the basic
position of the shock. We may also render the variables dimensionless by
referring the length to Ry, speed to V, density to pg, pressure to poV2, and
time to Rg/V. The system (6.3.1)—(6.3.3) now becomes

-1

X [p% + (u -1- %(’Y - 1)5)/}5 + %(’Y = Dtps

1 .
=5 (v = Djtpu, (6.3.9)
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1 1
p <u —l-50~ 1)6) ug + 5 (v = Dtpus +pe =0, (6.3.10)

(u —1- %(7 — l)f) (ppe — YPpe)

1
+5 (v = 1) tlops = ppe) = 0. (6.3.11)

The boundary conditions (6.3.4)-(6.3.6) at the shock and (6.3.7) at the

piston now become

uv=——X, p=_+1— p=—"—"X? (6.3.12)

at 52%[@—1} and

u=1 at £=0, (6.3.13)
respectively. A basic assumption of the analysis is that the solution is ana-
lytic in time so that one may assume the shock position X (¢) in the form

oo
X(t) =) Xut" (6.3.14)
n=1
The other flow variables behind the shock have the form
o oo o
u=> U ", p= ) R, (", p=> Pu(Ot" ' (6.3.15)
n=1 n=1 n=1
The lowest approximation in (6.3.15) is assumed to be that given by the

plane piston motion as noted above:

v+l
=7
Substituting (6.3.15) into (6.3.9)—(6.3.11) and equating like powers of ¢ on
both sides, we get the following system of ODEs for the first order terms:

1 1
Ui=1, Ry P = 5(’7 + 1), X, = 5(’7 + 1) (6316)

YL L ert 4 LS DRy = L4 1)
12T g DER 5= DR = (v + 1)j (6.3.17)
! 2 /
- — P = 3.1
1 1
3 (Pé - 57(7 - 1)R’2> - <P2 - 57(7 - 1)R2) = 0. (6.3.19)

The substitution of first of (6.3.15) into the boundary condition (6.3.13) at
the piston gives
U,(0)=0 forall n>1. (6.3.20)
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The boundary conditions (6.3.12) at the shock { = 1 are satisfied if we
put (6.3.14) and (6.3.15) therein and equate like powers of ¢ on both sides.
The second order BCs are

4
Us(1) = ——Xo, Ry(1)=0, P(1l)=4Xs. 6.3.21
2(1) R 2(1) 5(1) 2 ( )
The solution of (6.3.17)—(6.3.19), subject to (6.3.21) and U2(0) = 0, is found
to be

Uy = ;((217__11))]'57 2 = 2’;—1-_11].(1 — &),
Yy +D(y 1), Yy +D)(y-1) .
P2 = 2(2’7 — 1) , Xz = 8(2’)/ — 1) J- (6.3.22)

Van Dyke and Guttman (1982), extrapolating from first and second order
forms of the solution, wrote the nth order solution in the form of polynomials
in & of degree n — 1:

Un(g) = Z Unkgkila Rn({) = Z Rnk§k717 Pn(é) = Z Pnkgkil'
k=2 k=1 k=1
(6.3.23)

We substitute (6.3.23) into the system of ODEs for U, (&), R,(§), and P, (§)
obtained from (6.3.9)—(6.3.11) via (6.3.15) and equate like powers of £. We
thus obtain for each approximation a system of 3n linear algebraic equations
for the coefficients Uy, Rnk, Py and X,,, whose nonhomogeneous terms de-
pend on all previous approximations. The conditions at the shock are

1.0

0.5

X(t)

\ \ \ \
0 0.2 0.4 0.6 0.8

t
Figure 6.4 The shock locus for a spherical converging shock for v = 7/5. Dotted
lines represent a one term approximation to the shock wave; dashed line is a three
term approximation; thick line is the full solution. The bottom line represents the
path of the piston (Van Dyke and Guttman, 1982).
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obtained by transferring them to the basic position £ = 1 by Taylor series
expansion. The trajectory of the shock, to third order in ¢, is found to be

Y+ Dy =1) o
812y —-1)
e [CERMICTY
%Bﬁ—2M”+B7—UQP3
(2y—1)°
TR . (6.3.24)

X(t) = %m+1ﬁ+

This shock locus is shown in Figure 6.4 for a spherical converging shock for
~v = 7/5. The numerical results thus obtained for the cylindrical shock for
~v = 7/5 agree closely with the direct numerical integration of the governing
system of ODEs to this order by Lee (1968). Van Dyke and Guttman (1982)
carried out the expansion (6.3.24) for v = 3 for a spherical piston to fifth
order and further confirmed the accuracy of this procedure. To obtain more
accurate results, Van Dyke and Guttman (1982) wrote a computer program
for the general term and computed the results to 40th approximation; they
claim an accuracy to 14 figures. They also used Domb and Sykes (1957)
method to estimate the radius of convergence of the series (6.3.24). Thus,
writing

X(t)=38X,t" ~ A (1 —t/to)™ as t— i, (6.3.25)

one has

Xn 1 1
(1 T a1> as n — oo. (6.3.26)

n

\ \ |
0 0.2 04 06

Figure 6.5 X,,/X,,_1 versus 1/n with the value of a; = 0.717 of Guderley’s expo-
nent for spherical symmetry with v = 7/5, see (6.3.26) (Van Dyke and Guttman,
1982).
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Table 6.2. The history of evaluation of Guderley’s similarity exponent «; (Van

Dyke and Guttman, 1982).

Spherical, | Spherical, | Spherical, | Cylindrical,

Y=T7/5 | v=5/3 7=3 v="17/5
Guderley (1942) 0.717 = — 0.834
Butler (1954) 0.717173 | 0.688377 — 0.835217
Stanyukovich (1960) 0.717 — 0.638 0.834
Brushlinskii & Kazhdan (1963) 0.7170 0.68838 0.6364 —
Welsh (1967) 0.717174 0.688377 0.636411 0.835323
Goldman (1973) — 0.688377 — —
Lazarus & Richtmyer (1977) 0.71717450 | 0.68837682 | 0.63641060 | 0.83532320
Fujimoto & Mishkin (1978) 0.707 0.687 0.623 —
Mishkin & Fujimoto (1978) - - - 0.828

Figure 6.5 shows that, for spherical symmetry and v = 7/5, a linear fit in
1/n with the value a; = 0.717 of Guderley’s exponent gives 1/t. ~ 1.61
or t. ~ 0.62 to graphical accuracy. All these values were later refined to
higher accuracy for various values of + for both spherical and cylindrical
symmetries. The history of evaluation of Guderley’s similarity exponent o
is given in Table 6.2. The value 0.707 of Fujimoto and Mishkin for v = 7/5
for spherical geometry, reported in section 6.2, differs significantly from the
accurate value 0.717174 obtained by several other authors.

Following the conjecture of Guderley (1942), Van Dyke and Guttman
(1982) sought the following expansion for the radius of the shock wave

R(t)=1-X(t) ~> A (1—t/t)™, (6.3.27)
=1

using the method of Padé approximants. The values of 4; and o, 1 = 1,2, 3,
for v = 7/5,5/3,3 for spherical symmetry and for v = 7/5 for cylindrical
symmetry are listed in Table 6.3. The radius of the converging shock is
given to an accuracy of 1/2 percent by the first three terms (see (6.3.14)).
Other piston motions could lead to the same asymptotic similarity solution
of the converging shock. An analysis proving this statement remains to be
carried out.

We conclude this section by summarising an interesting review paper by
Lazarus (1981). He laid stress on the role of nonanalytic solutions which
involve simultaneous arrival at the origin of two (or more) discontinuities,
for example, a shock and a discontinuous pressure gradient, or of one dis-
continuity and a point of nonanalytic continuity. These solutions may seem
artificial. Lazarus (1981) asserted that this view is not right since, for self-
similar solutions, all the information contained in the solution arrives simul-
taneously at the origin. In some of the new solutions found by Lazarus,
an arbitrary number of secondary shocks are possible; the physical nature
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194 Shock Waves and FExplosions

Table 6.3. Exponents «;(i = 1,2,3) and amplitudes A;(i = 1,2,3) in Guderley’s
local expansion (6.3.27) for spherical and cylindrical converging shocks correspond-
ing to v =7/5,5/3,3 (Van Dyke and Guttman, 1982).

Geometry | 5y | o | Qg | Qs | Ay | Ay | As

Spherical 7/5 | 0.7171745 | 2.045 | 3.4 | 0.981706 | 0.0140 | 0.007
Spherical 5/3 | 0.6883768 | 1.885 | 3.1 | 0.989732 | 0.0055 | 0.006
Spherical 3 | 0.636411 | 1.638 | 2.5 | 1.016952 | —0.0244 | 0.01
Cylindrical | 7/5 | 0.835324 | 2.033 | 3 | 0.983865 | 0.0133 | 0.01

of the previously rejected partial solutions is discussed. Many (unresolved)
questions are also posed. In particular it is suggested that the asymptotic
approach (or nonapproach) to self-similar solutions obtained by direct nu-
merical integration of partial differential equations needs more careful analy-
sis since the evidence available for approach to a unique self-similar solution
is not convincing.
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Chapter 7

Spherical Blast Waves

Produced by Sudden
Expansion of a High

Pressure Gas

7.1 Introduction

We have so far modelled the blast wave in several idealised ways. Each of
these models represents reality in certain space-time regimes and describes
some physical aspect(s) of the phenomenon. For example, the Taylor-Sedov
self-similar solution is an extremely good descriptor of the initial stages of
a very strong blast wave but begins to depart from reality as the shock
moderates to a finite strength; Sakurai’s (1953) extension gives a solution
which is valid for some further time and distance. Similarly, the piston
motions describe blast waves for which the energy released is not constant.
Taylor-Sedov solution comes out as a special case with constant energy of
the blast wave. Bethe’s theory (1942), as also that of Whitham (1950), deals
with weak explosions. Brinkley and Kirkwood (1947) and Sachdev (1971,
1972) give a local theory of the blast wave. It describes how the shock decays
all the way to a sound wave; it does not give details of the flow behind the
shock.

A different, more realistic, but also mathematically more complicated,
model was proposed by McFadden (1952) and Friedman (1961). Each of

195
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196 Shock Waves and FExplosions

these investigators assumed that at ¢ = 0, a unit sphere containing a perfect
gas at a high pressure is allowed to expand suddenly into a homogeneous
atmosphere, referred to as air. This is an analogue of a plane shock tube
problem where, additionally, the spherical term must also be included. The
subsequent behaviour for ¢ > 0, the ‘equalisation’, may be described in
the space-time diagram as follows. The region (0) is the undisturbed air;
the air which has been overtaken by the main blast wave is contained in
region (1). These two regions are separated by the main shock. There is
an interface, a contact discontinuity, which separates the (hot) air in region
(1) from the gas in region (2). The latter is a nearly uniform region outside
the main expansion which itself spans region (3); this region is bounded by
its head, adjoining the uniform gas region (4) and a tail which separates it
from the nearly uniform region (2) outside of the main expansion region.
Both McFadden (1952) and Friedman (1961) essentially deal with the same
model, but their analysis is quite distinct. The gas-sphere in the former is at
a relatively lower pressure so that the phenomenon of secondary shock is not
observed. In the case of expansion of a higher pressure gas sphere considered
by Friedman (1961), the secondary shock is clearly seen. This shock is
absent in the one-dimensional shock-tube problem since the main shock and
the expansion come into an instantaneous equilibrium, being separated by
a region of uniform pressure and velocity. Physically, the high pressure gas
passing through a spherical rarefaction wave must expand to lower pressures
than those reached through an equivalent one-dimensional expansion, clearly
due to the increase in volume. Therefore, the pressures at the tail of the
rarefaction wave are lower than those transmitted by the main shock and
a compression or a secondary shock must be inserted to connect these two
phases. McFadden (1952), however, considered the case when the pressure
difference referred to above is not severe so that a weak discontinuity or a
characteristic replaces the secondary shock.

The main aim of McFadden’s (1952) analysis was to get an initial (£ ~ 0)
analytic behaviour of the blast wave where the initial discontinuities are
smeared and the flow may be computed by the numerical methods popular
in those years. The basic idea was to write a series solution in time with
coefficients functions of an appropriate ‘similarity’ variable, suggested by
the solution of one-dimensional shock tube problem. The series solutions in
each of the domains were appropriately matched to those in other regions;
the loci of the dividing surfaces were also determined to first order in time.

The analysis of Friedman (1961) is entirely different; he was probably
not aware of the work of McFadden (1952). Here the rarefaction wave is
found by a perturbation of the corresponding plane rarefaction wave. A
considerable use is made of the approximate shock wave theory of Chisnell
(1957), Chester(1954, 1960) and Whitham (1958) to determine both the
secondary shock and the main shock. The solution, though explicit, is quite
intuitive and approximate.
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7.2 Expansion of a High Pressure Gas into Air: A Series Solution 197

It is the purpose of this chapter to bring out the analytic features of
these valiant approches, to vindicate the power of analysis for this very
complicated problem. Section 7.2 deals with the McFadden (1952) approach
while section 7.3 corrects and corroborates the work of Friedman (1961).

7.2 Expansion of a High Pressure Gas into Air:
A Series Solution

One of the earliest attempts to simulate a blast wave, which is not too
strong, is due to McFadden (1952). Here, the point explosion hypothesis
and the assumption that the energy of the blast wave remains constant are
both dispensed with. The blast is also not assumed to be weak. Instead
it is envisioned that a unit sphere (in nondimensional variables), containing
a perfect gas at a (uniform) high pressure, is allowed to expand suddenly
at ¢t = 0 into a homogeneous atmosphere. The medium in the sphere is
called ‘gas’ while that outside is referred to as ‘air’. After the ‘diaphragm’
is destroyed, the gas rushes outward compressing the air around it. The
flow for ¢ > 0 may be described succinctly in the (z,t) plane (see Figure
7.1). Region A is the undisturbed gas. Region B is a rarefaction wave which
is bounded by its ‘head’, a straight characteristic on the left, and its ‘tail’
on the right. The latter, another characteristic, adjoins region C, which is
a rarefied gas moving outward. This rarefied gas and the air overtaken by
the main shock are separated by an interface, a contact discontinuity across
which pressure and particle velocity are continuous but other variables get a
jump. The region D contains compressed air, overtaken by the main shock,
and is bounded by the contact discontinuity and the main shock. The gas

t
HEAD TAIL INTERFACE SHOCK

X

0 1
Figure 7.1 Space—time diagram for a spherical blast (McFadden, 1952).
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198 Shock Waves and FExplosions

sphere is not envisaged to be at a very high pressure; thus, it is assumed
that no secondary shock is formed. This phenomenon was subsequently
discussed by Friedman (1961) and is detailed in the next section. An earlier
study due to Wecken (1950) had indicated the formation and strengthening
of the secondary shock.

McFadden (1952) was interested in an analysis which would provide an
initial solution to continue the computation of the problem by numerical
methods then available, without the need to tackle discontinuities in the
initial data. He wrote out a series form of the solution for particle velocity,
pressure and entropy in powers of (nondimensional) time with coefficients
dependent on a slope co-ordinate which is a combination of space and time
co-ordinates and which appears prominently in the solution of the planar
form of this problem (the shock tube problem). Indeed, the zeroth or-
der solution in the series is simply the solution of the shock tube problem.
McFadden (1952) found first order correction for various regions shown in
Figure 7.1 and explained how geometry affected the solutions of the shock
tube problem.

Here we indicate how to generalise the work of McFadden (1952) to write
a series solution (different in each region) with an arbitrary number of terms,
which satisfies appropriate boundary conditions on each of the boundaries
shown in Figure 7.1. The solution is given explicitly up to two terms. The
series is summed up as it is and by the use of Padé approximation, and is
shown to converge for different times ¢t = ¢, for different values of . The
latter is assumed to be constant in the entire flow.

We remark that the mathematical approach here is essentially the same
as was used much later by Van Dyke and Guttman (1982) for the converging
shock wave arising from a spherical or cylindrical piston motion. The series
solution was shown to converge to Guderley’s self-similar solution holding
near the focusing (see section 6.3 for a detailed discussion).

The spherical term introduces severe complications in the flow and hence
its analysis: the separating boundaries—the tail of the rarefaction, the in-
terface and the main shock each travel with nonuniform speeds and so their
trajectories must be found as part of the solution. The entropy behind the
shock varies as the shock propagates and decays.

For the present problem it is more convenient to write the equations of
motion in terms of particle velocity, sound speed and entropy:

ug + uty + (2N — 1)ec, — s, = 0, (7.2.1)
(2N —1)(ct + ucy) + c(uy + 2u/z) =0, (7.2.2)
st +usy =0, (7.2.3)
where
s = Sley(y—=1), p=Nexp(—s),
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p = v Lexp(—ys), (7.2.4)
_ 10+,
2 4-1"

where S is the entropy per unit mole. The equation of state is chosen in the
form

pp T =~ "Texp(S/cy), (7.2.5)

so that S = 0 when p = 1 and p = 7. The other dependent variables p,
p, and u have the usual meaning. The distance x is measured from the
geometric center and ¢ is the time. The system of equations (7.2.1)—(7.2.3)
must be solved in each of the regions A to E, shown in Figure 7.1.

If the conditions in the high pressured gas sphere, 0 < x < 1, are taken
tobeu=0,c=ca, s=s,, where cq and s, are constant, and those in the
air ahead, x > 1, asu =0, ¢ = 1 and s = 0, these respectively constitute the
solutions in the regions A and E (s = 0 is actually normalised by subtracting
from it some value s = s,, say).

We now turn to the conditions to be imposed on the boundaries between
these constant regions. The head of the rarefaction wave,

g =1—c,t, (7.2.6)

is a characteristic and permits a jump in the derivatives of v and ¢ across it;
the functions u, ¢, and s must however be continuous. Thus, when =z = z g,
we have on the head of the rarefaction wave the conditions

up, =0, cyp=c,, Sz;=5,, (7.2.7)

until it reaches the center. This imposes the restriction 0 < ¢t < 1/c, (see
(7.2.6)).

The tail of the rarefaction wave is assumed to be a characteristic moving
inward relative to the particles; it is not a straight line. Its actual slope may
be negative or positive. McFadden (1952) made this assumption in conso-
nance with the shock tube solution. In actual practice, there is possibility of
a weak shock developing and moving inward to collapse at the center. This
aspect of the problem remains to be incorporated in the present analysis.
Here we continue to use McFadden’s assumptions.

The interface between the rarefied gas and the compressed air is a contact
surface. It is a particle path. Therefore, the particle velocity must assume
the same value as the interface is approached from both sides. The interface
moves with a finite speed (except at ¢ = 0); the pressure and the particle
velocity across it are continuous. Thus, denoting the interface by x = z,(¢),
we have, on this moving front,

u, =c¢,,t >0, p,=p,t>0. (7.2.8)
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The other variables, namely, density, sound speed, and entropy suffer a jump
across © = x,(t).

With nondimensionalised values of the variables in the air ahead of the
main shock, namely, p =1, ¢ = 1, v = 0, the Rankine-Hugoniot conditions
give the following relations across the shock, s = x4(t), t > 0 in terms of
the shock velocity U (t):

u, = (2N —1)(U?-1)/2NU,
= [(2N+1)U? —1][U* + (2N —1)]/AN?U?, (7.2.9)
pp = [2N+1)U?—1]/2N.

We introduce the independent variables
g=(1/2N)[2N -1)+ (1 —2a)/c,t] and y=c,t (7.2.10)

into the basic system of equations (7.2.1)—(7.2.3) since g appears prominently
in the solution of the shock tube problem. The transformed system becomes

ONycauy +ca{(2N —1) —2Nqlu, —uug — (2N —1)ccy+ s, = 0, (7.2.11)

2N(2N —1)ca{l + (2N — 1 —2Nq)y}ycy

+ca{(2N —1) = 2Ng}{(2N — 1) + (2N — 1)y((2N — 1) — 2Nq)c,
—(2N - D{1+ (2N —1) = 2Nq)y}ucy

—{1+4+ ((2N —1) —2Nq)y}cuq + 4Nycy, = 0, (7.2.12)

2Nycasy + ca{(2N — 1) —2Ngq}sq — usq = 0, (7.2.13)

We seek a series solution of the system (7.2.11)—(7.2.13) in each of the
regions B, C, and D for 0 <t < 1/c,, that is, for 0 < y < 1. Thus, we write

oo

w(qy) = > unl@y”, clq.y) = calq)y”
n=0 n=0

s(gy) = > sal@)y” (7.2.14)

n=0

where the coefficients u,(q), ¢, (q), and s,(q) are assumed to be sufficiently
smooth. Substituting (7.2.14) into (7.2.11)—(7.2.13), we get the zeroth order
System as

[c,{(2N — 1) — 2Ng} — ugluf — (2N — )egcpy + cfs, =0, (7.2.15)
—coug + (2N — 1){[e,[(2N — 1) —2Ngq] —up}cy =0,  (7.2.16)

[c,{(2N —1) — 2Ngq} — ug]sp = 0. (7.2.17)
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We may observe that the zeroth order system of ODEs is nonlinear while
all higher order systems are linear and inhomogeneous. We write the first
order system later (see (7.2.56)—(7.2.58)).

We must now find the boundary conditions, to different orders, across
different interfaces to use them in conjunction with systems of different
orders.

The g-co-ordinates, ¢ = ¢,(y), ¢ = q,(y),and ¢ = ¢4(y) of the un-
known boundaries—the tail of the rarefaction wave, the contact front and
the shock—are written as series in time:

o o oo
=>4V 4= 4y as=> 45 y" (7.2.18)
n=0 n=0 n=0

where ¢, , ¢, , and g4 are related to the slopes of the respective paths at
t = 0 in view of (7.2.10).

At the head of the rarefaction wave (7.2.6), ¢ = 1 (see (7.2.10)), the
boundary conditions (7.2.7) by virtue of (7.2.14) become

up(1) =0, co(1) =c,, s,(1)=s,, (7.2.19)

and
un(1) =0, ¢,(1)=0, s,(1)=0, n>1. (7.2.20)

These conditions suffice to determine uniquely the series solution in the
region B.

Now we proceed to derive conditions across the tail of the rarefaction
wave which is a negative characteristic with the slope

— =u-—c (7.2.21)

Substituting (7.2.14) and (7.2.18) into (7.2.21), using (7.2.10) for ¢ = ¢,
x = x,, etc. and equating different powers of y on both sides, we have

uo(qTO) - CO(qTO) = CA{(QN —1) - 2NQTO }7 (7'2'22)

Uy (qTO )—c (qTO ) =—2Nc¢, Az, > etc. (7.2.23)

It suffices to consider the continuity of the positive Riemann invariant
u+ (2N — 1)c across the tail to carry the information from the region B
to the region C. Introducing in this expression the expansions (7.2.14) along
the tail ¢ = ¢, (see (7.2.18)) and equating coefficients of different powers of
y on both sides, we have

[uO(QTO) + (2N - 1)CO(qTO )]B = [UO(QTO) + (2N - 1)CO(QTO )]C’ (7'2'24)

[Ul(qTO) + (2N = 1)e; (qTO)]B = [ul(qTO) + (2N = Dei(gy, Nesete. (7.2.25)
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The locus of the contact discontinuity dz/dt = w is found in the same manner
as the tail of the expansion wave (see (7.2.21)—(7.2.23)). The result is

“0(‘110) =c,[2N—-1)— 2]\7q10]7 (7.2.26)

U1 (QIO) = _4NCAq11 ,etc. (7227)

At the contact surface the conditions (7.2.8) apply. Therefore, using the
expansions (7.2.14) in (7.2.8), evaluating them at ¢ = ¢, (see (7.2.18)) and
equating powers of y on both sides, we get

[uo(q;, )le = uo(g;,)]p (7.2.28)
[u1(g; )]e = [ua(gy,)]p, ete. (7.2.29)
[Po(a;, e = [Polar, )b (7.2.30)
[P1(a;)]e = [p1(ar,)]p, ete. (7.2.31)

Finally, we consider the conditions at the shock front. If the shock law
is assumed in the form

U=> Uuy" (7.2.32)
n=0
or
d oo
% =3 Uy, (7.2.33)
n=0

then, putting ¢ = ¢, (see (7.2.18)) and = = z in the definition (7.2.10) of
q, we obtain, as for the tail of the rarefaction wave, the following relation:

Up = c,{(2N—1)—2Ng, }, (7.2.34)
Uy = —4NchS1 , ete. (7.2.35)
Substituting the expansions (7.2.14) and (7.2.183) into the Rankine-Hugoniot

conditions (7.2.9) and equating coefficients of equal powers of y on both
sides, we get

2N -1 /U2 -1

Uy (15, +0) = T ( - ) (7.2.36)
2N —1 /U2 +1

up, (45, +0) = T ( o )Ul, (7.2.37)

{(2N +1)UZ —1}(U2 + (2N — 1))

chy(gs, +0) = IR , (7.2.38)
{2N + 1)U + (2N — 1)},
cp,(gg, +0) = 0 NO%DOUO?’ , (7.2.39)
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2N+ 1)U -1

c%)]:)[+1 (qSO + 0)6_780 = 2N I (7240)
(2N —1)cp, (2N —1)2U, }
= — tc. 241
SDI (QSO) { Dy (2N + 1)Ug 1 Ula €Lc (7 )

Now we turn to explicit forms of the zeroth and first order solutions which
satisfy appropriate boundary conditions at the boundaries of regions B, C,
and D. From (7.2.17) it follows that s = 0. Thus,

50 =54 12q¢2gq (7.2.42)

in the entire gaseous region A. The constant value of entropy in region D
may be denoted by
s, = Cb, ‘" >q > q, - (7.2.43)

where C; # s,. To this order, the entropy is constant also in the regions B
and C. Putting s = 0 in equations (7.2.15)(7.2.16) and combining them
suitably we obtain

{e,[(2N —1) —2Nq] — (ug £ co) }uy £ (2N — 1)cy] = 0. (7.2.44)

These are easily checked to be equations for plane isentropic flow in the
variable ¢q. Of the four possibilities, three give a solution linear in ¢ while
the fourth leads to a constant solution. The linear solution compatible with
the boundary condition (7.2.19) at the head of the rarefaction wave is

up=c,(2N —1)(1 —q), co=c,q, 1Zq2qT0. (7.2.45)

This is a centered simple wave. The only solution compatible with the
zeroth order boundary conditions in regions C and D is a constant solution
(see (7.2.28), (7.2.36),(7.2.38) and (7.2.40)). Since this solution must match
(7.2.45) at ¢ = Az, » WE have

up =c, (2N —1)(1 - QTO)v o = CAqTO 9. 2492 91, - (7.2.46)

To
In region D, we denote the constant solution by Ay and By:

ug = Ag, ¢o = By, 4, > 4> s, (7.2.47)

We match the solution (7.2.43) and (7.2.47) in region D to (7.2.42) and
(7.2.46) in region C via the boundary conditions expressing the continuity
of particle velocity and pressure across the contact front. We obtain

Ap=c,@N-1)(1-q, ), (7.2.48)

BgNt exp(—+Cp) = (caty, 2N+ exp(—S, ). (7.2.49)
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Using the zeroth order solution (7.2.43) and (7.2.47) in the zeroth order R-H
conditions (7.2.36), (7.2.38), and (7.2.40), we get

Ag = (2N — 1)(UZ — 1)/2N Uy, (7.2.50)
B2 = [2N + 1)U - 1][UZ + (2N — 1)]/AN?UZ, (7.2.51)
BNt exp(—yCp) = [(2N + 1)UZ — 1]/2N. (7.2.52)

The system of equations (7.2.48)—(7.2.52) must be solved for the five
constants Ag, By, Cj, Az, and Up. This problem can be reduced to the
solution of the equation

2N —1)? (P = 1)?

2N +1 2NpAq§éV+1 +1

lca@N — 1)(1— g, )2 = (7.2.53)

for g, , where p, = 2N*1exp(—~s,) is the pressure in the (undisturbed)
gas region A. Once qr, is determined, other unknowns may be found from

(7.2.48)-(7.2.52). The constant ¢, in the series representation of the shock

0
locus (7.2.18) may be found by substituting Uy from the above into (7.2.34).
From (7.2.26) and (7.2.47), we have

Ao = ca[2N — 1) —2Ng, ]. (7.2.54)

Eliminating Ay between (7.2.48) and (7.2.54), we get a relation between ¢ I
and Az, :
a4, = (2N = 1)gy, /2N. (7.2.55)

The solution thus found corresponds to the plane shock tube problem and
forms the basis for the series solution presented here. Higher order terms
give the effect of geometry.

To obtain the first order system, we consider the solution of this system
in each region by substituting the respective zeroth order solution on the
right hand sides.

For the rarefaction region B, if we use the zeroth order solution (7.2.42)
and (7.2.45), we get the following inhomogeneous system of ODEs:

quy — (4N — Dus + (2N — D)gc) + (2N — Der = cag’s), (7.2.56)
qui + (2N — Dug + (2N — 1)gc) — (AN? = 1)e; = 4eaN(2N —1)
Xq(l - Q),
(7.2.57)
qs) —2Ns1 = 0. (7.2.58)

The system (7.2.56)—(7.2.58) must be solved subject to the boundary condi-
tions (7.2.20) with n = 1 at the head of the wave. The solution s1 = s19¢*"
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of (7.2.58), with s19 a constant, shows that s; = 0 since the entropy is con-
tinuous across the head of the rarefaction wave. The solution of the above
system in region B has different forms depending on the value of N.

For N # 1,2, we have

v - _CA(2J\;— 1q2(N —2) —(;’)\([N —)2)(1 + (J)V + gt (7.2.59)
 cag2(N=2)2N —1) = (N — JEAN = 3)g + (3N — 1)¢"
T T (N —1)(N —2) ’
(7.2.60)
s1 = 0, 1>¢>gq,. (7.2.61)

For N = 3,4,5, u; and ¢ are polynomials of degree N in q. For N = 1,2,
the solution involves logarithmic terms. For N = 2, which corresponds to
~v =5/3, the solution has the form

up = —(3caq/2)[3qlogq+2(1—q)], (7.2.62)
a = —(caq/2)[5qlogq+6(1 —q)], (7.2.63)
s1 = 0, 1>¢>q,. (7.2.64)

To get the first order solution in region C, we use the corresponding
zeroth order solution (7.2.42) and (7.2.46). We thus have

[(2N — 1)qT0 — 2Ngqlu} + 2Nuy — (2N — 1)qTO )+ chio sh =0, (7.2.65)
_QTO ull + (2N - 1)[(2N - 1)QTO - 2NQ]C,1

+2N (2N —1)e1 = —4caN (2N — 1)q, (1 = qTO), (7.2.66)

(2N —1)qy, — 2Nqls| +2Ns; = 0. (7.2.67)

The system (7.2.65)—(7.2.67) has the following general solution for
N #0,1/2:

u/ea = ki[(N—1)q; — Ng] —k2Nlq; —dq]
—kad} /2N, (7.2.68)
ki[(N = 1)q, — Ng] = kaNlg; —q]
afea = N1 O
=247, (1 =4z, ), (7.2.69)
s1 = —(ks/2N)[2N —1)q; —2Nq|, qp >q>q;,

(7.2.70)

where k1, ko, and k3 are constants of integration.
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Using (7.2.55) in (7.2.70), we infer that as ¢ — q;,, s1 — 0, for any value
of k3. Therefore, we have

s(q; +0,y) =54+ Oy (7.2.71)

at the contact surface.

In fact, s(q, +0,y) = s4 to all orders in regions B and C since there is
no entropy jump across the head and the tail of the rarefaction wave.

The solution of the first order system of ODEs holding in region D is
found in the same way as for region C; here the zeroth order solution is
constant and is given by (7.2.43) and (7.2.47). The constant Ay is ‘partially’
eliminated in terms of 4, with the help of (7.2.54). The result is

K K.
wo= (%) 2eaNta, ) - Bl + (32) 2eaN(a,, — o) + Bl
—B2K3/2cAN, (7.2.72)
B Kl[QCAN(qIO —q) —BO] _K2[2CAN(QIO —q) +Bo]
A= 202N — 1) ’
2AQB()
_ 0 7.2.7
ca(2N — 1)’ ( 3)
s1o= —Kslg, —a), ar>a>qs, (7.2.74)

where K7, Ko, and K3 are constants of integration. In the zeroth and
first order solutions for regions B, C, and D, ¢4 and N are known from
the statement of the problem while Gz, s 1, Ag and By have already been
found from the zeroth order solution. We shall now investigate how to
find the constants ki,ks, K1, K9, and K3 from the boundary conditions
corresponding to order one.

McFadden (1952) showed that, in fact, all the variables namely, velocity,
sound speed and entropy can all be made continuous across the tail to first
order in y. That is,

u(g, +0,y) —u(g, — 0,y) = O(y?),
c(qr +0,y) — clg, — 0,y) = O(y?), (7.2.75)
s(qr +0,9) — s(qr — 0,y) = O(y°),

It is easily seen from (7.2.70) that, if we choose ks = 0, s; = 0 and,
therefore, entropy is continuous across the tail to first order. If we consider
the negative Riemann invariant, namely, u — (2N — 1)c in region C and take
the limit ¢ — ¢, — 0, then, since k3 = 0, ¢, — 0 depends only on c4, N and
qy, to first order. The same can be shown to be true if we approach the tail
of rarefaction wave from region B. Thus, the negative Riemann invariant is
continuous across the tail to first order for any kq or ks. Now, we consider
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7.2 Expansion of a High Pressure Gas into Air: A Series Solution 207

the positive Riemann invariant u 4+ (2N — 1)c in regions B and C; it can be
made continuous across the tail of the rarefaction wave provided

2N -1 B
k‘l = (N—]_)(N—Z)[(N_Q)_2(N_1)qT0+quzyo 1]’ N#l,Q’
= 6gy logg, +3(1—q,), N=2 (7.2.76)

see (7.2.59)—(7.2.61) and (7.2.68)—(7.2.70). Here we have assumed that k3 =
0. From the value of ky given by (7.2.76) and k3 = 0, the solutions in regions
B and C satisfy (7.2.75) for arbitrary ko. The three shock conditions (7.2.37),
(7.2.39) and (7.2.41) can be used to determine K7, K3 and K3 in terms of U;.
The solution of order one is then substituted into the interface conditions
(7.2.29) and (7.2.31). These together give U; and uo(qIO +0).

The coefficients Az, > O, > and qs, in the loci of the tail of the rarefac-
tion wave, the contact discontinuity and the shock may now be found from
(7.2.23), (7.2.27), and (7.2.35) as

C1 (qTO ) —ux (qTO )

= 7.2.77
Iz, 2caN ’ ( )
uy (qlo + 0)

= 2.

qu 4CAN ) (7 78)

Ux

= — . 2.

qs, TN (7.2.79)

Thus the solutions (7.2.59)—(7.2.61), (7.2.68)—(7.2.70), and (7.2.72)—(7.2.74)
in regions B, C, and D, respectively, and the loci of the boundaries, namely,
the tail of the rarefaction wave, the interface, and the shock, have been
completely found to order one.

The above procedure can be systematized as an algorithm to find higher
order terms in the series solution (7.2.14).

It may be observed that the process of finding the higher order coeffi-
cients in the series (7.2.14) and (7.2.18) becomes rather unwieldy. The task
of generating higher order terms satisfying appropriate boundary conditions
in each of the regions was delegated to the computer. Twenty terms were
generated in each of the regions and summed directly and by the use of
Padé summation. The results were obtained by direct summation and by
the use of Padé summation for c4t = 0.05,0.30,0.55. The initial pressure
ratio and the initial density ratio with v = 1.4 were chosen to be 12.817
and 3.956, respectively. These are the same initial conditions as were used
by McFadden (1952). The direct series sum and the Padé sum agree very
well for t < 0.2. They begin to diverge thereafter. Padé summation extends
the validity of the series solution to t = 1/c4, the time up to which the
present analysis holds. The series solution is significantly different from the
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first order solution of McFadden (1952) (see Yogi (1995) for details). The
convergence of the series solution deserves further investigation.

The pressure decreases monotonically from the head of the rarefaction
to the tail. Then it increases through the contact discontinuity to reach its
maximum behind the shock. The density decreases from the head of the
rarefaction to the tail. Then it begins to increase, gets a (positive) jump
at the contact discontinuity and continues to grow until the shock. The
particle velocity increases from its value 0 at the head of the rarefaction
wave to its tail and then monotonically decreases through regions C and D.
The sound speed behaves like the pressure from the head of the rarefaction
to the contact discontinuity. It suffers a jump there and then decreases
monotonically to the shock. The qualitative behaviour described above was
also observed by Saito and Glass (1979) in their numerical solution. We may
point out that Saito and Glass (1979) too did not envisage the presence of
a secondary shock behind the main shock.

7.3 Blast Wave Caused by the Expansion of a
High Pressure Gas Sphere: An Approximate
Analytic Solution

In section 7.2 we studied the initial behaviour of a spherical blast as sim-
ulated by the sudden expansion of a uniform high pressure gas into the
ambient air when the gas-pressure is not too high. The solution was sought
in the form of series in time with coefficients functions of a ‘similarity vari-
able’. It was essentially a short time solution but, by an efficient use of the
series, could be made to yield good results even for a finite time. The scheme
of the series solution was such that the zeroth order term constituted the
solution of the shock tube problem.

Essentially the same problem was treated subsequently by Friedman
(1961). There was one major difference in the model though. The gas
pressure was of such intensity that it gave rise to the phenomenon of a sec-
ondary shock, not treated by McFadden (1952). The latter author, however,
does refer to the possibility of this shock, attributing it to an earlier investi-
gation of Wecken (1950). McFadden (1952) also referred to some numerical
evidence for the secondary shock. He himself studied the problem such that
there was no secondary shock to first order approximation in the solution
that he actually constructed.

In addition to treating the phenomenon of secondary shock, Friedman
(1961) dealt with the blast wave problem by an approximate method quite
distinct from that of McFadden (1952). The solution in the rarefaction
region was found as a perturbation on the plane (shock tube) solution. The
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trajectory of the main shock and the formation and subsequent motion of
the secondary shock were found by using an approximate technique, called
CCW method (Chester (1954), Chisnell (1957) and Whitham (1958)). The
contact surface was found explicitly by making use of these approximate
results.

The analysis of Friedman (1961), though novel, is in error, as we shall
show, since the approximate integration of some of the equations leads to
(spurious) singularities for v = 5/3 and 7 = 3 and, therefore, to large
values of the perturbation term rendering the perturbation scheme invalid.
This therefore affects the entire solution of the problem. We shall first
briefly describe Friedman’s solution and show how more precise integration
eliminates the errors in his analysis.

We now discuss the physical model and Friedman’s approach in some
detail. At time ¢ = 0, a gas sphere (or cylinder) of radius z¢ under high
internal pressure p = p4, say, is surrounded by still air at pressure p = py,
where py >> pg. As in section 7.2, the medium in the sphere is referred
to as gas while that outside is air. For ¢ > 0, an equalisation or explosion
takes place giving rise to the following regions in the (z,t) plane (see Figure
7.2): (0) refers to the air which is not overtaken by the main shock, (1) is the
compressed air enveloped by the main shock, (2) refers to the nearly uniform
region outside the main expansion, (3) is the main expansion or rarefaction
region, and (4) is the gas not yet disturbed by the centered expansion. The
surface separating regions (1) and (2) is a contact discontinuity across which
pressure and particle velocity are continuous while temperature, density and
entropy suffer a jump.

The phenomenon of secondary shock which does not appear in the shock
tube problem may be described as follows. The high pressure gas upon

Second Contact
front

Main

X
Figure 7.2 Explosion flow diagram (Friedman,
1961).
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passing through a spherical rarefaction must expand to lower pressures
than those reached through an equivalent one-dimensional expansion; this is
caused by the increase in volume. This results in lower pressures at the tail
of the rarefaction than the pressures transmitted by the main shock. A com-
pression or secondary shock must be inserted to connect these two phases.
Mathematically, this can be explained as follows. The centred expansion is
described by a set of negative characteristics (dz/dt = u — a) which, initially,
point in the direction of decreasing x. However, later they turn around to
the increasing = direction as the particle velocity increases. Negative char-
acteristics also carry information after reflection from the shock. As the
main shock propagates outward, it becomes weaker and the reflected nega-
tive characteristics incline more and more toward the decreasing x-direction.
Thus the characteristics of the same family but arising from two different
sources tend to meet and a shock must be inserted to make the flow compat-
ible. This weak shock itself is determined by the following well-known result
(see Courant and Friedrichs (1948)): the slope of a weak shock at each point
is nearly equal to the average of the slopes of the incoming characteristics at
that point. Friedman (1961) used this idea, developed earlier by Whitham
(1952). This secondary shock ceases to be weak as it evolves. Friedman
(1961) used the CCW approach, referred to earlier, to find the locus of this
secondary shock; the flow ahead of this shock is nonuniform. The main
shock between regions 0 and 1 was also found by the CCW method. For the
trajectory of the contact front, Friedman (1961) derived a differential equa-
tion from the known flow properties on the characteristics coming from the
main shock. The flow is assumed to be isentropic in the expansion region (3)
and in the initial portions of the region (2) since here the secondary shock
is weak. The shock-area rule (CCW method), where ever it has been used,
correctly takes entropy changes into account via the shock conditions. In
region (1) the entropy changes were ignored in following the flow properties
from the main shock to the contact front; this may affect the solution.

We first treat region (3) and show how Friedman’s approximation of the
perturbation solution introduces errors. Since this region is isentropic, we
may write equations of continuity and motion in nonplanar geometry in the
following characteristic form:

1 1 1 1
( a; + —ut) + (u+a) (—am + —um> e 0, (7.3.1)

v—1 2 v—1 2 2x
1 1 1 1 nua
(7 —qu - §ut> + (u—a) (7_ A §uw) + o = 0. (7.3.2)

n = 1,2 for cylindrical and spherical symmetry, respectively, and = is the ra-
tio of specific heats. Equations (7.3.1)—(7.3.2) have already been normalised
by using the dimensional parameters ag and g, the speed of sound in the
undisturbed medium and the initial radius of the blast, respectively:

a=a/ayg, u=7ulay, x=T7T/xg, t=tag/xo. (7.3.3)
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Here, the barred quantities are dimensional. Friedmann (1961) first wrote
out the one-dimensional centered expansion for the plane case with n = 0

in (7.3.1)—(7.3.2):

z—1
up = 2ur+(1—p) P
(2 x—1> v—1 1 +1 tant
P r— =1l - r= a1 + —u; = constan
1 K ; M R N1 175U ]
1 1 -1
s = e g = (=2 (1= )T (7:34)

where r and s are the Riemann invariants. For the plane centered expansion
wave, 7 is constant throughout the region (3). Friedman (1961) sought
solution of (7.3.1) and (7.3.2) with n = 1,2 in the form

u = u+uz, a=ai+ag,
1 1 1 1
= — S = - = 7.3.5
7_1662-1-2%27 fy_1662 U2 ( )

where the subscript ‘2’ denotes perturbation quantities due to the nonplanar
geometrical terms. The perturbation in Riemann invariants are denoted by
capital letters, R and S. Substituting (7.3.5) in (7.3.1) and retaining only
first order terms in R, we have

Ry + (w +an) Ry + “5 =0 (7.3.6)
which, in the characteristic form, is
dt d dR
at _ * — 9% . (7.3.7)
t Aprt+ (1 —2p)(z—1) ntuja;

The first of (7.3.7) written with = as the dependent variable can be solved
to yield

r—1

—2r = —Kt™ 2, (7.3.8)
or using the expression for a; from (7.3.4),
at* = Kp, (7.3.9)

where K is a constant for each characteristic. Eliminating x from the
second of (7.3.7) with the help of (7.3.8) we obtain an equation for
R = R(t) along the positive characteristic:

dR _ nupK[2r — (1 - p) Kt 2120
dt 21 +t(2r — Kt—21))

(7.3.10)
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Friedman (1961) approximated the denominator in (7.3.10) by 1, imply-
ing thus that the characteristics remain close to x =1 (see (7.3.8)). This,
he averred, holds except for blasts of high intensity. Thus, (7.3.10) re-
duces to

dR nuk

= = o — (L g (7.311)

The solution of (7.3.6), therefore, is

Kut| 2 1-—
N Toou H K4 _|_f(a1t2/‘)’ (7.3.12)

R=- —_—
2 1—2u 1—4u

where f(ait?) is a ‘function’ of integration which is constant along the
characteristic (7.3.7) (see (7.3.9)). It is clear from (7.3.12) that R blows
up when either pn = 1/2 or p = 1/4, that is, when v = 3,5/3. Moreover,
the factor 1 — 2 would also be small in the range 1 < v < 5/3. Thus,
the approximation x ~ 1 introduces considerable errors. One must solve
(7.3.10) exactly to eliminate these inaccuracies which also affect subsequent
analysis.
Equation (7.3.10) can be written more simply as

dR A+ BT

— = T=tYm 7.3.1
dl CT™+ DT + E’ ’ ( 3)
where
I 1y+1
mn w2y 1
A = 2nKr,

nk?(2m —1)
B = — 3.14
m=l, (13.14)

C = 4, D=-4K, E=38.

For integral values of m = 1,2, 3,4, which correspond to v = 3,5/3,7/5,9/7,
respectively, it is possible to integrate (7.3.13) in a closed form. We write
the solution for v =5/3 for which R in (7.3.12) blows up.

For v = 5/3, m = 2, and p = 1/4, and the exact solution of (7.3.6 is

lo (2t*1/2_K— K2_sy>(8”_%K2)16 ';;;7%
s 2t—1/2 K 4+/K2_8~
3nk?2 + f(a1t1/2)7 K2 > 8’77
R (t1—Kt=1/242y) % (37— 2K?)
- 3"K - -1/2 nk (875 K* —1atl/2K
log(t™! — Kt=4/2 4 27) 4 2 T tan T 2=
+f(art'?), K? < 87,
3nK lo g(t_ Kt_1/2 _1_27) _ m +f(a1t1/2), K2 _ 8’)/.
(7.3.15)
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Friedman (1961) argued that since his entire analysis was approximate, this
kind of complicated form was not called for. This argument is fallacious
for v = 5/3, as we pointed out earlier, since R blows up for this value of
v. For v = 1.4, however, the integral (7.3.12), though approximate, may
qualitatively be correct. Following Friedman (1961), this is the case we
shall discuss specifically though we carry out the analysis for general v. We
may write (7.3.12) in the form

nt[ (1—p) o 2r
_ 70/ p—
2 [p(l—dp) ' 1-2p

R = ai| + f(altz“) (7.3.16)
if we eliminate K therein with the help of (7.3.9). The function f(ait**),
constant along each positive characteristic, and the constant r are obtained
by using the continuity of (y—1)"ta+ %u across the boundary characteristic
between regions (3) and (4). Since uy = 0 and a4 is constant in the region
(4), the rarefaction front is given by

xr—1=—ayt. (7.3.17)

The value of the Riemann invariant in region (4) is

= . 7.3.18
r ~— 1CL4 ( )
Since R = 0 in region 4, we have
DY 8 EVANPR .
flaqt™) > =) ag— 7 2,ua4 : (7.3.19)
Therefore, we may easily find that
nt (ay 1/2“[ 1—p 2r }
) = —— [ — — : 7.3.20
flant™) = = <a4> a1 — 4™ T2 ™ (7.3.:20)
We may obtain the Reimann invariant in region (3) with the help of (7.3.16)
and (7.3.20) as
1 1 1
= = 0 R
7_1a3+2u;; < _1a4+)—|— ,
= ! +R
- N - 1(14 9
1
= o 7 a4 +tH(a1), (7.3.21)
where
ne l—p o a1, 9 2r 14172
H — = " g2 (222 _ (12
—1
ap = p(2r— 2. (7.3.22)
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Using the perturbation form (7.3.5) in the negative characteristic form
(7.3.2) and retaining the lowest order terms we get an equation for the
perturbation S in the other Riemann invariant, namely s,

nujalt
tS; + (z — 1)S, + [(2u — )R+ 5] + 21331 =0, (7.3.23)
where R = tH(a;) and H(a;) is given by (7.3.22). The characteristic form
of (7.3.23) is

dt d as
-2 - ;. (7.3.24)
t xz—-1 —[2u—-1)R+ S| - "gne

The first of (7.3.24) gives the characteristics, x — 1 = Lt, where L is a
constant along each characteristic. Equations (7.3.24) can be combined to
yield

nujait
2(1+ Lt)
(7.3.25)

G(15) = (1 = 2R - SEHN — (1~ ot () -

Since u1, a1 and L are constant along a negative characteristic, (7.3.25) can
be integrated to yield

t
2

nuLa log(1 + Lt
H(a) = 5t |1 - g(Lt )] (7.3.26)

S=(1-2p)

Recalling that the (negative) Riemann invariant is given by s + S, we use
(7.3.4) and (7.3.26) to obtain

1 1 x—1  (1—2p)

- CCuy = (1—2u)r—(1— H
s+ S 7_1613 5 U3 ( wr — (1 —p) Tt tH(ay)
nuiait
——lr—-1-1 .3.27
2(3:—1)2[x og x|, (7.3.27)

where we have put L = (x — 1) /t.

In the above we have used x = 1 4 Lt as the lowest order equation for
the negative characteristics. We employ the above results to obtain more
accurate slope of the characteristics u3 — ag and hence their loci.

Thus, combining (7.3.21) and (7.3.27) suitably we have

dx z—1 1-2u

aCBTBE T Ty,

nujat
2(1 - u)l(oj —1)2 [z =1~ logz].
(7.3.28)

To solve (7.3.28), we again let x = 1 + Lt on its RHS and assume that
u1, a1, and L are all constant along the negative characteristics. This gives

tH(al) +

d _
de _ o 1=20
dt 2—2u

nuar [ log(1 + Lt)

tH(a1)+2(1—u)L i

. (7.3.29)
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On integration of (7.3.29), we have

(1 —2u)t? nu1a1 / { log(1 + Lt)}
=14+Lt+———"FH dt.
x + Lt + 11— ) (a1) + L
(7.3.30)
An approximate evaluation of the integral in (7.3.30) gives
(1 —2u)t? nujay [ log(1 + Lt)} t
=1+Lt+———"— - —.
vl bt e )+ 5a— T Lt 2
(7.3.31)
or putting L = (x — 1)/t in the last term in (7.3.31) we have
(1 —2u)t? nuiat? [ log(x)}
=1+Lt+—""-H 1-— :
T w NGOy sy pra ] e
(7.3.32)

where H(ay) is given by (7.3.22).

We turn now to the other end of the flow, namely, the main shock. Fried-
man (1961), as we remarked earlier, followed CCW approach to obtain the
locus of this shock. We briefly describe this approach. Whitham (1958),
‘rather illogically’, proposed that, to get the trajectory of a forward moving
shock, one may write the compatibility condition holding along the positive
characteristic and substitute the Rankine-Hugoniot conditions on this dif-
ferential relation. This leads to an ODE for the Mach number with distance
as the independent variable. This ODE may be solved in a closed form or
integrated numerically with an appropriate initial condition. This approach
makes sense if the shock is weak and therefore may be approximated by
a characteristic close to it. That it works ‘reasonably’ even for a strong
shock is surprising. Whitham (1958) also attempted to explain why this ap-
proach works. There have been several other attempts to critically examine
and improvise upon this technique. Essentially, it works when there are no
major effects catching up with the shock; this is true, for example, where
self-similar solutions of the second kind hold (see section 6.1 for converging
shocks).

Writing again the given flow equations with pressure and density as the
dependent variables, we have

2

pe + pauy + (u + a)(ps + pauy) + - ;‘ ) (7.3.33)
2

— paus + (u — a)(py — paug) + np;z = o (7.3.34)

These equations hold along the characteristic directions, u© + a and u — a,
respectively, whether the flow is isentropic or not. In the present case, it is
nonisentropic behind the shock.
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Since the positive characteristics meet the main shock, Whitham’s rule
requires their use. Thus, we have the following compatibility relation holding
along Ccll—f =u+a:

npa’u d
dp + padu = — a2 (7.3.35)
The Rankine-Hugoniot conditions are
u = 72101(1\4 -M™), p= 7}1)1(2%\42 —7+1),
po(y +DM> 5 af(2yM? — v+ D{M? (v - 1) +2}
A G 1IP ’
(7.3.36)

where M = U/ay, U is the shock velocity, and ‘0’ refers to the undisturbed
conditions in the region (0). Substituting (7.3.36) into (7.3.35) we have the
following differential relation holding along the shock, ., = z,(¢):

dz,, 4M 2(M? 4+ 1)
-n =dM 2 + 2 2 1/2
Ty 2yM? —y+ 1 M{[2yM? — v+ 1][(y — 1)M? 4 2]}/
LM (=DM 42 KA VCE| }
MZ=1\ 29M2 —~+1 M(MZ—1)
or
o _ M { 4M N 2(M? +1)
dtm, 1 "\ 2yM2 —y+ 1 M{[2yM?2 —~y +1][(y — 1) M2 + 2]}1/2
L 2M (=DM 42 KA VCS | }—1
MZ=1\ 29M2 —~+1 M(MZ=1)
Mz,
= _ZIm P, (7.3.37)

Curiously, this complicated equation can be solved in a closed form:

2 _ 1/2 _ _ 2 1/2
(xm)n[{zfyM 7+1} M{(7 1>M +2} ]2[{(’}/—1)(2’71\42

7+ D2 = (24l = DM+ 2P AVBTOD 29012 -y 1)1

1 C 1 22 M? =y + 1) — (v = DIy — )M + 2]
ERETEE e TEEESIE !
= const. (7.3.38)
The (dimensionless) time may now be obtained from the relation
Mdt,, = dxy,, (7.3.39)
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where dz,, is defined by (7.3.37). If we know the Mach number of the initial
shock produced by the detonation at time ¢ = t¢, say, equations (7.3.37) and
(7.3.39) may be integrated simultaneously to give (z,,t,,) as functions of
Mach number. Specifically, if the high pressure gas has the initial pressure
ps and sound speed a4 while the outside atmospheric conditions are py and
agp, the one-dimensional (shock tube) theory gives relation

P 1 s - v
Po a4
for the initial shock Mach number.

To get the flow between the main shock and the contact discontinuity,
we need the loci of negative characteristics reflected from the main shock.
Friedman (1961) argued that, since the distance between the shock and
contact discontinuity is relatively short, the slope of each negative charac-
teristic, u1 — a1, may be assumed to be constant and computed from the
values of u; and a; immediately behind the main shock. This is tantamount
to ignoring the effects of entropy changes and three dimensionality behind
the shock. Changes in the shock strength are appropriately accounted for.
Thus the negative characteristics are simply

T =Ty +wi(M)(t —tm), (7.3.41)

(n+1)/p
} =1+ p)M? —p (7.3.40)

where wq (M) = u — a is evaluated at the point (z,,t,,) on the main shock.
Thus, (7.3.37), (7.3.39) and (7.3.41) define the main shock and negative
characteristics behind the shock as functions of the shock Mach number M.

Now we turn to the determination of the trajectory of the contact dis-
continuity. In the nature of the analysis carried out by him, Friedman (1961)
made several further assumptions to accomplish this task. He made use of
the solution in domain (3), ignoring the presence of the secondary shock;
he also assumed that the characteristics coming from the main shock were
straight lines. The conditions at the contact surface—continuity of pressure
and particle velocity—were satisfied. The path of the contact surface was
found by observing that it was a particle line.

Since the contact front moves with the local particle velocity u, the
positive characteristics with slope u + a meet it from region (2) while the
negative characteristics with slope u — a intersect it from region (1). The
Riemann invariant (y — 1) "ta + (1/2)u is computed from (7.3.21), ignoring
the entropy jump across the weak secondary shock separating regions (2)
and (3). Introducing the notation

Q=(n-1D"ta+ %u (7.3.42)

and w = u—a, as before, we observe that, since particle velocity is continuous
across the contact front, we have in terms of @ and w,

1 1
Qo+ ——wy =Q1+ ——wy
v—1 v—1
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or

wo — W1 = —('y — 1)(@2 — Q1> (7.3.43)

The contact front is also a particle line, therefore, the entropy along it is
constant. Thus, we have

2v/(v-1)
L (3) , (7.3.44)

a;

where the subscript ¢ denotes the initial state. Since the pressure is contin-
uous across this front, we have from (7.3.43), (7.3.44) and the definition of

w, the relation
a a
Z) = (= 3.4
(@),= (@), (45

Q;
2Q2 —wp = — j (2Q1 — w1). (7.3.46)

or

Eliminating Q1 from (7.3.43) and (7.3.46), we have the slope w2 of negative
characteristics in region (2) in terms of known quantities:

Hirer2(1-82) e
1+ (55) a2

This slope, however, involves the functions w; = wy(M) and Q2 = Q(x,t)
(see (7.3.41) and (7.3.42)). We must determine the (z,t¢) co-ordinates of
the contact front in terms of the parameter M. For this purpose, we first
express ap in terms of wy and ()2. Since the particle velocity is continuous
across the contact front, we have

Wy = (7.3.47)

2Q2 — w1 = as + aj. (7348)

-1
Combining this relation with (7.3.47), we have
2Q2 —wy
b+ (55) 8
We may write the equation of the contact front as . = C(t.). The negative
characteristic (7.3.41) from the main shock meets the contact front at

a] = (7.3.49)

Ote) =z + w1 (M)(te — tm). (7.3.50)

Therefore,

E—w —i—d
dt, ' dt.

{2, +wi(te — tm) —wit) }, (7.3.51)
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where prime denotes differentiation with respect to M. Also, at the contact
front, we have the speed

@ _dx,
dt.  dt.

Using (7.3.51), (7.3.52) and the relation wy = u; — aj, we have

= u. (7.3.52)

dM o= t) — wnt! ). (7.3.53)

ay =
Eliminating a; from (7.3.49) and (7.3.53), we have an ODE relating ¢. and

M:
dt, 1+ (55) 22 Hah, + wi(te = tm) — i, 3
dM n 2@2 — W1

This equation, together with

(7.3.54)

Te =Ty +w1(M)(te — t), (7.3.55)

defines the co-ordinates (z.,t.) of the contact front as functions of the pa-
rameter M. We thus have the locus of the negative characteristics in region
(2) as

x =z + (t —tc)we, (7.3.56)

where wo is given by (7.3.47); t. and x. are obtained from (7.3.54) and
(7.3.55).

With the above information from regions (2), (3) and (1), we may fit the
secondary shock between regions (2) and (3). Friedman (1961) again made
several assumptions to accomplish this. The secondary shock is formed by
the intersection of negative characteristics from the main shock via the con-
tact front and from the expansion region. The former tend to point more
and more towards the decreasing z-direction due to weakening of the main
shock, causing the characteristic slope u; — a; to decrease. The characteris-
tics from the expansion region fan into the increasing z-direction. During the
early phase the secondary shock is weak and, therefore, Whitham’s (1952)
rule may be justifiably used to find its locus.

The negative characteristics from the expansion fan and the main shock
are given by (7.3.30) and (7.3.56), respectively:

= 14 Lt+ f(x,t), (7.3.57)
= Z.+wat —te), (7.3.58)

where f(xz,t) represents other terms appearing in (7.3.30). t., x., and ws
are functions of the main shock Mach number and are given by (7.3.54),
(7.3.55), and (7.3.47), respectively. If we write the path of the secondary
shock as

zs =1+ S(t), (7.3.59)
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then, along this path we have, on using (7.3.57) and (7.3.58),

S(ts) = wolts —te) +ze—1
= Lts+ f{ze + (ts — te)wa, ts}. (7.3.60)

With the known slopes of the characteristics (7.3.57) and (7.3.58), we may
write the slope of the secondary shock as their average:

d5_1< +L+ft>.

at, 2\"?T1_,

(7.3.61)

Friedman (1961) also obtained this slope following another route. Letting
the parameters, M, L, and the co-ordinate x4 to depend on ¢, he found the
derivative dS/dts from the two expressions for the shock path in (7.3.60)
and took their average:

s 1 ar o, N4 Lt ts(dL/dt))
d_ts_§<W2+ dL. [$c+w2(ts_tc)_w2tc]+1_fz 1—f, ’

(7.3.62)

Equating (7.3.61) and (7.3.62) and simplifying, we get

dL

tm = —(1— fo){al + wh(ts — t.) — watl}. (7.3.63)

Eliminating L from this equation with the help of (7.3.60) we have

dts 201 — fo,)(@e + wh(ts —te) — waty]ts
dM Te—1—wate — f+ (fts + waZs)tS .

or

dts _ 2(1 — fu)[(zg + wh(ts —te) — wate]ts dM
Aty Te—1—wate — f+ (fr, + wofe,)ts dbp,

Here, f(z,t) and f,(z,t) are evaluated at s = z, + (ts — to)we, t = ts.
Integrating (7.3.64), we get a relation between tg and M:

M d f
[2e — 1 —tawo)® = t, /Mi [zc — 1 — tows] [ — 2w} + Fivi (E)

(7.3.64)

o+ whty — t) — th;}] M. (7.3.65)

Here, M; is the initial Mach number of the main shock. The secondary shock
does not form at the the initial point of the fluid flow field. The time of
formation of the secondary shock was found by Friedman (1961) by solving
the integral equation (7.3.65) iteratively. For the specific problem solved by
Friedman (1961), which we discuss towards the end of this section, the point
of secondary shock formation was found to be x; = 1.14, ¢; = 0.41.
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Equation (7.3.64) is solved in conjunction with

aM M
=y (M), 7.3.66
dt,, nx (M) ( )
dxm,
B M . .
dtm ’ (7.3.67)
at, {1+ (GH) 52 et + 0t — tw) —with,} gag
dty 2Q2 — w; .

(7.3.68)

(see (7.3.37), (7.3.39) and (7.3.54)) to obtain ts, M, z,, and t. as functions
of t;,. x. may then be found from (7.3.55). Equations (7.3.64) and (7.3.66)—
(7.3.68) may be solved with the initial conditions M = M;, zpr = 1, t,, =0,
ts =ts, to obtain M, x,,, t. as functions of ¢,,, where M; is the initial Mach
number of the main shock. ¢4 is obtained from (7.3.64) for ¢ > ts,.

The above technique for the initial motion of the secondary shock as-
sumes that it is weak. It strengthens as it is carried outward by the expand-
ing gases. Friedman (1961) again used the CCW approach to find the locus
of the secondary shock. This procedure was adopted when the secondary
shock begins to turn back towards the origin or when its strength M — 1
becomes O(1), which ever happens first; M is the Mach number of the sec-
ondary shock, given by (ug — Us)/as. Us is the velocity of the secondary
shock.

In the present case we have an inward moving shock for which conditions
ahead are given by as, p3, and p3, the flow in the expansion wave. The
particle velocity across the shock now is

2a3 = =1
= u3 — M —M ). 7.3.69
=g — ) (7369
The other conditions are
p3 =2
29M”™ — v+ 1), 7.3.70
p poore 7 (2 y+1) ( )
p = ps(y+ 1M /[(y - )M +2), (7.3.71)
2§2
a2 = a37_2, (7372)
(vy+1)2M

where
_ ) -9 1/2
R={2vM" —~y+1((y—-1)M " +2)} .
The compatibility relation holding along the negative characteristic is

pa’un dx

dp — padu = — (7.3.73)

u—a T
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Substituting the shock relations (7.3.69)—(7.3.72) into (7.3.73) we obtain the
following relations holding along the secondary shock:

@ _ {7+1E[a3t/(]s+a3x}_ M2—1+ 1 [a3t/Us+a3:p}
de 2 R as R v—1 as
2a3(H2 —1) = (y+ 1)Mus 1 ﬁ}
(y +1)Mug — 2a3(M2 —1)-R] 22
— =2
2M M 1
/ _ Pl o (7.3.74)
279M —~y+1 MR
3—; = U, U,=u3— Mas. (7.3.75)

The functions ug, ag and their deivatives are obtained from (7.3.21) and
(7.3.28). The system (7.3.74)—(7.3.75) is solved numerically starting from a
point where z, t, and U (or M) are prescribed.

As an example, Friedman analysed the case treated earlier numerically
by Brode (1957) and experimentally by Boyer (1960). A sphere of (nondi-
mensional) unit radius contains compressed gas at 22 atmospheres. It is
surrounded by air at 1 atmosphere. The specific heat ratio v of air and gas
is assumed to be 1.4. Using plane shock tube theory, the initial strength of
the main shock is found to be 1.846. The constant of integration of ODE
in the Whitham’s rule on the RHS of (7.3.38) is found to be 26.1 if these
initial conditions are used. The initial conditions at z = 1 and t = 0*
in different regions are given by ug = 0, ag = 1, u; = 1.087, a1 = 1.252,
ug = 1.087, as = 0.729. The centered simple wave for v = 1.4 is described

i
Contact!i
front /||

® !

o 1 2 3 4 5
Figure 7.3 Experimental and theoretical spxherical blast results: ———, experimen-
tal (Boyer); ——, numerical integration (Brode); e, Friedman theory; x, simplified
secondary shock approximation (Friedman, 1961).
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by us = 3 (14 231), a5 = & (5 251). It follows from (7.3.21), (7.3.28)
and (7.3.32) that the flow in the region (3) for v = 1.4 is given by

t r—1 x—1\2
2. . = 25— — — 1 3.
oasz + 0.5us 5 588 (5 ; ) ( + : ) , (7.3.76)

_ x—1 1 {(5 x—l)(l_i_x—l)t}
Us—as = T T ¢ ¢
[( x—l) 12 ( logx)}
x |1+ — 1-— ,
t rx—1 rx—1

(7.3.77)

1 x—1 x—1
= 14Lt——|(5— 1 t2
v * 144[(5 t><+t>}
—1 1 1
) e 0-05))
t x—1 x—1

(7.3.78)

Figure 7.3 shows a comparison of results—experimental, numerical and by
the simplified analysis of Friedman (1961). The main shock obtained by
the CCW method is described quite well. Friedman (1961) points out the
inadequecies of the numerical scheme of Brode (1957) and the experimental
procedures of Boyer (1960). It is remarkable that, in spite of the highly
simplified form of the analysis and neglect of entropy changes in different
regimes, there is a reasonable qualitative agreement between the numerical
solution and the analytic results of Friedman (1961). To obtain quanti-
tatively correct results, the entire analysis of Friedman would have to be
refurbished and made more rigorous. This is a formidable task, requiring
considerable work.
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Chapter 8

Numerical Simulation of

Blast Waves

8.1 Introduction

The rapid, almost exponential, growth of the power of the silicon comput-
ing chip, made available to the user at ever-decreasing cost, has made the
computational approach a viable and practical alternative for a variety of
problems in physics and engineering, in particular the complex nonlinear
problems of fluid mechanics. Nearly a half century earlier, Von Neumann,
the inventor of the modern electronic computing machine, carried out the
first numerical calculations for the inviscid, nonlinear problem of gas dy-
namics involving shock waves. The concept of artificial viscosity, proposed
first by Von Neumann and Richtmeyer (1950) and refined subsequently to a
high degree of perfection by many others, has proved to be a powerful tool
that made the numerical algorithms for such problems not only possible but
also accurate, reliable and robust. The progress in the efficiency and accu-
racy of solution algorithms during the last five decades, keeping pace with
the power of the computing chip, has proved beyond doubt the truth of Von
Neumann’s forecast in 1945: “Really efficient high speed computing devices
may, in the field of nonlinear partial differential equations as well as in many
other fields which are now difficult or are entirely denied of access, provide
us with those heuristic hints which are needed in all parts of mathematics for
genuine progress”’. Needless to say progress in numerical methods is equally
dependent on the sharpening of the analytical tools of applied mathematics.

Goldstine and Von Neumann (1955) initiated one of the earliest numeri-
cal approaches to the explosion problem, assuming a point source and ideal
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226 Shock Waves and FExplosions

gas behaviour; they could relax the strong shock assumption implicit in the
similarity solution. In the same year, Brode (1955) published numerically
computed results for the point source problem and found that the calculated
distributions of the flow parameters closely followed the results from simi-
larity theory for shock overpressure decay up to 20 atmospheres. He used
the method of artificial viscosity. Both the studies could predict blast wave
history down to shock overpressures as low as 0.1 atmosphere. Brode (1959)
relaxed the ideal gas assumption. He used the thermal equation of state for
approximating the thermodynamic behaviour of real gas at high tempera-
tures, encountered in strong explosions. The computed results showed that
the blast wave overpressure at any radius is lower than the corresponding
value predicted by the assumption of ideal gas behaviour, since a part of
the available energy is absorbed by the ionization and dissociation processes
occurring at high temperatures.

It was already clear that the numerical approaches need not be limited
to a point source or to other simplifying assumptions implicit in the analytic
treatment of this problem. Finite compressed gas ball explosions are char-
acterized by the multiple wave phenomena that ensue after the rupture of
the diaphragm separating the compressed gas and the surrounding medium.
Away from solid boundaries, the flow that develops can be assumed to be
well-described by the inviscid equations of gas dynamics with almost ar-
bitrary but admissible thermodynamic behaviour. The wave system that
develops in the flow is almost completely described by the eigenstructure
of the above mentioned equations which, though nonlinear, are strictly hy-
perbolic in time, subject to some necessary but very liberal assumptions
about the thermodynamic behaviour of the material medium through which
the blast wave propagation occurs; solution to the Riemann problem with
arbitrary data exists and is computable. The last observation provides the
necessary underpinnings for the success and reliability of most of the nu-
merical schemes that have been developed during the last three decades, as
we shall elaborate in the following.

The point source approximation, no longer required by a numerical ap-
proach, was dispensed with quite early by Brode (1959) who described nu-
merical results for two cases of considerable practical importance, namely,
the explosion of a spherical charge of TNT and the sudden release of ini-
tially static high pressure gas from spherical enclosures. Using a Lagrangian
approach, Brode succeeded in capturing the complete post-explosion wave
structure and the birth and evolution of the secondary shock which orig-
inates at the tail of the inward facing rarefaction wave. The calculations
further revealed that the contact front moves initially outwards following
the blast wave but decelerates and subsequently reverses direction to move
inward. Brode’s (1959) calculations were carried out using a real gas equa-
tion of state for both air and helium; his results were subsequently compared
with the experimental data by Boyer (1960). These early calculations, using
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finite sources, confirmed that the late evolution of the blast wave history
is independent of the early time behaviour and is closely approximated by
the point source calculations as long as basic assumptions in the analytic
solutions are not violated.

The first finite-difference-based numerical algorithm for the solution of
the Euler equations for the finite source problem appears to have been de-
scribed by Payne (1957). He applied a numerical approach, later called
Lax-Friedrich (1954) scheme, to the quasi-conservative form of the one-
dimensional equations of gas-dynamics to obtain solutions for the implod-
ing cylindrical shocks. The geometric singularity occurring at the axis was
addressed by some ad hoc extrapolation formulae which ensured that the
calculations did not fail at the instant when the imploding shock reflects
off the axis. The monotone nature of the Lax-Friedrich scheme made sure
that the computed shock transition was oscillation-free, even as it smeared
the contact discontinuity. Payne (1957) found very good agreement for the
computed strength of the converging cylindrical shock with Chisnell’s (1957)
analytic results. The problem of the singularity at the axis was overcome
in a subsequent work by Lapidus (1971) who solved the same problem in
cartesian co-ordinates in two space dimensions using a two-step variation of
the Lax and Wendroff (1960) scheme in conservative form. Being second
order in space and time the scheme is not monotone and exhibits post-shock
oscillations in computed solutions; however, the contact discontinuity can
be clearly discerned. Abarbanel and Goldberg (1972) addressed the prob-
lem of the converging cylindrical shock using a quasi-conservative approach
in cylindrical co-ordinates. They derived a second order difference scheme
based on the classical Lax-Wendroff technique and established the linear
stability of the scheme under slightly relaxed Courant-Friedrichs-Lewy con-
dition typical of single-step explicit schemes (see Richtmyer and Morton
(1967)). Their computed solutions disagreed somewhat with those of Payne
(1957) and Lapidus (1971) with respect to shock arrival times at the centre.

A numerical algorithm based on a Reimann solver for the above prob-
lem appears to have been first advocated by Sod (1977). Glimm’s (1965)
random choice method, together with an exact Riemann solver, was used to
integrate the homogeneous part of the equations of one-dimensional gas dy-
namics. Operator-splitting was used to integrate in time the singular source
terms. The cell-centred nature of the scheme ensured that the boundary
conditions at the axis could be implemented by simple reflection to fix the
values for a ghost cell. The inherent virtue of Glimm’s method enabled Sod
(1977) to capture sharp shock and contact discontinuities; the rarefaction
fan, however, showed a jagged transition.

All the methods mentioned above were based on either first order schemes
or nonmonotone higher order schemes and assumed ideal gas thermodynam-
ics. Glimm’s scheme, despite its ability to produce sharp shock and contact
transitions in an Eulerian framework, could not be satisfactorily extended
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to multiple dimensions to ensure similar performance. The high resolu-
tion schemes developed by Harten (1983) and the essentially nonoscillatory
(ENO) schemes of Shu and Osher (1988) made possible robust and reli-
able computation of discontinuous flows using high order accurate schemes.
Special techniques such as sub-cell resolution (Harten (1989)) have been de-
veloped to sharpen the captured discontinuous fronts. Liu et al. (1999)
used a high resolution total variation diminishing (TVD) scheme of Harten
(1983) with suitable modifications for sharp capture of contact surfaces in
the flow fields caused by cylindrical and spherical explosions. Here, the per-
fect gas equation was assumed. Computed results for explosions in air were
compared with those of Brode (1955) and found to be in close agreement.
Comparison with experimental data from Boyer (1960), however, showed
some notable disagreements such as the arrival time of the secondary shock
at the centre. Liu et al. (1999) also solved the problem of cylindrical im-
plosion. Comparisons of relevant results with Sod’s (1977) computations
showed agreement within 10 percent. In a related work, Liu et al. (1999a)
extended the scope of the method to explosions in water.

8.2 A Brief Review of Difference Schemes for

Hyperbolic Systems

It is clear from the analysis of flows with shock waves reported in earlier
chapters that very few realistic problems can be solved exactly. The exact
solutions that have been found such as Taylor-Sedov for the point explosion
or Guderley’s solution for the converging shocks are asymptotic in nature,
holding under specific limiting conditions. Thus, there is a need to de-
velop numerical schemes which can effectively reproduce solutions of the
governing system of partial differential equations with appropriate bound-
ary conditions across discontinuities such as shocks, as they develop; these
solutions must satisfy given initial conditions. The locus of these surfaces
of discontinuity which evolve with the flow must also be found as part of
the solution. This would require ticklish recursive procedures such as those
employed in the classical method of characteristics.

Von Neumann and Richtmyer (1950) proposed an approach, called the
method of artificial viscosity, which eliminates the need to apply such bound-
ary conditions explicitly. Using this method, the solutions can be found as
accurately as desired by a suitable choice of mesh sizes and other parameters
occurring in the problem. The shock discontinuities are treated correctly and
automatically whenever and wherever they may arise.

The purpose of this additional term is to introduce a dissipative mech-
anism in the shock layer such as viscosity (an artificial term, not ‘real’ vis-
cosity, with the dimension of pressure) which smears the shock so that the
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mathematical surfaces of discontinuity are replaced by thin layers in which
temperature, density, pressure and velocity vary rapidly but continuously.
More specifically, the artificial viscosity term is chosen to meet the follow-
ing specific requirements: (1) equations of motion with the introduction of
the extra term possess solutions without discontinuities; (2) the thickness of
shock layers must be of the order of the mesh size, Az, chosen for the numer-
ical scheme, independent of the strength of the shock and of the conditions
prevailing ahead of the shock; (3) the effect of the artificial term is negligible
outside the shock layer(s); and (4) the Rankine-Hugoniot conditions must
hold when all other dimensions characterising the flow are large in compar-
ison with the shock thickness. Von Neumann and Richtmyer (1950) chose
the expression
(cAx)? oU
vV oz

ou
ox

: (8.2.1)

for the one-dimensional case and showed by seeking a travelling wave solu-
tion of the governing system of equations in plane symmetry, including g,
that this term meets the requirements (1)—(4) set out above. Here U is the
fluid velocity, V is its specific volume, and c is a (dimensionless) constant
of order unity. It was found that the travelling wave solution of the plane
gasdynamic system is a half sine wave, which may be pieced together with
two other constant solutions. The half sine is of order Ax provided ¢ in
(8.2.1) is a constant close to unity. ¢ is found to be negligible in comparison
with p everywhere because of the factor (Az)?2, except in the shock layer
where the derivative OU /0z is very large. The finite difference scheme used
to discretise the governing system of PDEs is detailed in section 8.3, where
we discuss the application of the present method to the study of spherical
explosion in air (Brode (1957)). As we note in that section, the dissipative
term introduces its own stability requirement which is more stringent than
the familiar Courant, Friedrich and Lewy condition; however, this condition
is not too severe if the amount of dissipation introduced is enough to produce
a shock thickness comparable with the spatial mesh size. One may refer to
the book of Richtmyer and Morton (1967) for a discussion of the stability
conditions in the present context. In spite of the spherical symmetry of the
problem studied by Brode (1955), the ¢ term in (8.2.1) chosen for the planar
symmetry was found to serve quite adequately.

Sachdev and Prasad (1966), following the work of Von Neumann and
Richtmyer (1950), investigated the effect of artificial heat conduction term
in lieu of the viscosity term. The qualitative features of the solution were
found to be essentially the same for both the dissipative mechanisms.

It is of some interest to study the effect of dissipation on the level of
the difference equations rather than that of differential equations. We dis-
cuss this matter in the context of the Lax-Wendroff scheme. Here again
an additional artificial viscosity term is added to the hyperbolic equation,
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simulating a diffusive term proportional to ug;. This term must also meet
the usual requirements, referred to earlier. It must have a coefficient that
vanishes as the mesh sizes tend to zero so that it remains consistent with
the hyperbolic equation. Besides, this coefficient must vanish sufficiently
quickly so that the order of accuracy of the high order methods on smooth
solutions is unaffected. This term must be large near the discontinuities
and small in the smooth regions. To illustrate these ideas we look at the
Lax-Wendroff difference form of the linear equation u; + au, = 0 (here a is
a constant) with the addition of an artificial difference form of viscosity:

n n n n 1 n n
U; o= U ( i~ Uj) + 5”2( i — 207 + Ujty)
+kQ( M —2U5 + Ujy), (8.2.2)

where v = ak/h is the so-called Courant number and @ is the coefficient of
artificial viscosity. It is known (see LeVeque (1992)) that the Lax-Wendroff
scheme itself is a third order accurate approximation to the solution of the

PDE
2

h
U + aug = ECL(VZ — Duggsy- (8.2.3)

The modified Lax-Wendroff scheme (8.2.2) with artificial viscosity produces
a third order approximation to the solution of the PDE

h2
up + aug = ga(zﬂ — Duggs + R Quigy. (8.2.4)

The dispersive term ..., which causes oscillations in the Lax-Wendroff
scheme, must now compete with the dissipative term involving u,, and,
for @ sufficiently large, should yield nonoscillatory solution. This, unfortu-
nately, is not true since, with constant @), it is still a linear method and is
second-order accurate. () must be made to depend on the data U™. The
method then becomes nonlinear in the manner of the method of artificial
viscosity due to Von Neumann and Richtmyer (1950). As in the latter ap-
proach, it is hard to determine an appropriate form for ) that introduces
just enough dissipation to preserve monotonicity (nonoscillatory character)
without causing unnecessary smearing.

The local truncation error L(z,t) for the scheme (8.2.2) can be written
as

u(z,t) = (:L‘t+k:)+—{u(x+h t) —u(z — h,t)}

2
— {u(x + h,t) — 2u(x,t) + u(x — h,t)}

—Qk {u(z + h, t)—2u(m t) +u(z —h,t)}
= (J;t+k)+—{u(x+ht)—u(x—ht)}
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k.2
gz {u(@ + 1) = 2u(,t) +u(z — h,t)}

—Qh*ugy(x,t) + O(h%)
= O(? as k—0, (8.2.5)

since h? = O(k?) as k — 0.

The Lax-Wendroff method remains second order accurate for any choice
of () = constant.

Before turning to more recent high resolution methods wherein the nonoscil-
latory requirement can be imposed more directly, we briefly discuss the
Lax-Friedrichs scheme which was used by Payne (1957) in the context of
converging shock waves (see section 8.4). If we again consider the equation
uy + au, = 0 and replace uy by a forward (in time) approximation and w,
by a spatially centered approximation, we obtain

1
Ut - Up (U = U

k 2h

=0, (8.2.6)

or

n n k n n
Ul +1 _ U — %G(Uﬁl ~Up,) =0. (8.2.7)

This scheme, though natural and simple, suffers from severe stability prob-
lems and is of little practical use. If, in (8.2.7), we replace U by
%(U}‘_l + Ujyy), it is found that this scheme is stable provided k/h is
sufficiently small. This changed scheme may be directly incorporated in
ur + au, = 0. Thus, we have

1

k

1
Uit — (U + Ufyy)

1
B + %a[ ;L—I—l — jn—l] = 0 (828)

The local truncation error for this scheme is
1 1
Liat) = g |ulet+8) = 5(ul@ — ) +ua + b, 1)
1
+ﬁa [u(z + h,t) —u(z — h,t)]. (8.2.9)

Assuming the solution to be smooth, we may expand the right hand side of
(8.2.9) in a Taylor series about (z,t) and obtain

1 1 1
Lk($,t) = E {(’LL + kut + Qk‘QUtt +oeee ) - (’LL + §h2um + e >:|
1 1
—a |2huy + =h gy + - .
+2ha{ hug + 3h Ugzr + }
1 h?
= w4+ aug + 5 kuy — ?um + O(h2), (8.2.10)
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and since u(x,t) is the exact solution of u; + au, = 0, we may write (8.2.10)
as

1 [y h? 2
Li(z,t) = 514: a” =13 Ugg(z,t) + O(K)
= O(k) as k—0, (8.2.11)

provided we assume that k/h = constant as the mesh size is refined. This
explains why the truncation is defined as Lj(x, t) rather than Ly, ,(x,t). By a
careful analysis of the remainder in the Taylor’s theorem, assuming uniform
boundedness of the appropriate derivatives of u(x,t), one may prove a sharp
bound of the form

|Li(z,t)| < Ck for all k < ko, (8.2.12)

where C' depends only on the initial data ug. The Lax-Friedrichs method,
summarised above, is first order accurate since the local error Ly (z,t) de-
pends linearly on k.

As we mentioned earlier, Lax-Friedrichs scheme is only first order accu-
rate on smooth data and gives unacceptably smeared shock profiles. To get
over these deficiencies, the so called “high resolution” methods were devel-
oped. These methods are second order accurate in the smooth regions and
yield much sharper discontinuities. We shall briefly describe one of these,
namely, the Godunov (1959) scheme. This scheme uses information via char-
acteristics within the framework of a conservation method. The basic idea is
to solve the Riemann problem forward in time for piecewise constant initial
data. Since these are exact solutions of the conservation laws, they lead to
‘conservative numerical methods’ (see LeVeque (1992)). Choose @™ (z,t,),
the solution at t,, as the initial data for the conservation law

ug + f(u)uy = 0. (8.2.13)

This problem must be solved to obtain 4" (x, t,,) for ¢, <t < t, 1. Equation
(8.2.13) is solved exactly for a short time by choosing the initial data @™ (z,t)
in a piecewise constant manner. The solution is obtained simply by putting
together these Riemann solutions; it holds till waves from the neighbouring
Riemann problems begin to interact. For details of constructing these so-
lutions we refer the reader to LeVeque (1992). After the exact solution is
obtained over the interval [t,, t,+1], the approximate solution U§+1 at 41
is defined by averaging it from x;_1/; to T 1/9:

/2
Uptt = h/ T (2 b )da (8.2.14)
Tj—1/2

These values are then used to define new piecewise constant data
"1 (z,t,51) and the process of solution is repeated. Making use of the
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fact that the cell average (8.2.14) may be easily computed by using the
integral form of the conservation law, one may write (8.2.14) as

n n k n n n n
Ut = U = LI U) = FU7, U7, (8:2.15)

where the numerical flux function F' is given by

tn+1
F(UP,UT,) = k/ 0" (25412, 1))dE (8.2.16)

showing further that the Godunov scheme may be written in ‘conservation
form’. We may observe that the value 4" along the line x = x5 depends
only on points U and U} of this Riemann problem. Denoting this value
by w*(Uj, U, 1), we may write (8.2.16) as

FU}, U = f(u (U}, Ufa), (8.2.17)

and hence the Godunov scheme (8.2.15) becomes

Uittt =Uj - :[f( “(UF Uf) — f (U, UF)))- (8.2.18)

The stability condition for the present scheme may be appropriately derived
(see LeVeque (1992)). We may observe that the Godunov scheme under the
Courant-Friedrich-Lewy condition is total variation diminishing (see section
8.5).

8.3 Blast Wave Computations via Artificial
Viscosity

One of the earliest attempts to numerically simulate a spherical blast wave
is due to Brode (1955) who considered two models for initial conditions:
(i) strong shock, point source solution due to Taylor (1950), Sedov (1946)
and Von Neumann (1941) (see sections 3.1-3.4); and (ii) hot high pressure
isothermal spheres. We shall discuss the solution subject to initial con-
ditions (i) in some detail and summarize the results for the latter. Brode
(1955) set before himself the following practical conditions for accomplishing
the numerical solution: the difference scheme must be stable, it must yield
reasonably accurate results, it must conserve numerical significance (must
tend to the solution of the original system of PDEs as mesh sizes tend to
zero), and must be fast enough to give the desired solution with a sensible
expenditure of machine time.

To meet the above goals, Brode (1955) employed the method of artificial
viscosity proposed earlier by Von Neumann and Richtmyer (1950). This ar-
tificial viscosity term has the dimension of pressure (see (8.3.4), (8.3.5), and

© 2004 by Chapman & Hall/CRC



234 Shock Waves and FExplosions

(8.3.9)). The introduction of this term must meet the following conditions:
(1) the governing equations must possess solutions without (shock) disconti-
nuities; (2) the thickness of the shock layer must be everywhere of the same
order as the interval length chosen for the numerical solution, independent
of the strength of the shock and the conditions of the material into which it
propagates; (3) the effect of the artificial viscosity term must be negligible
outside the shock layer(s), and (4) the Rankine-Hugoniot conditions must
hold when all other dimensions characterising the flow are large compared to
the shock thickness. These conditions were met by the term first suggested
by Von Neumann and Richtmyer (1950) for plane symmetry. The term cho-
sen by Brode (1955) (see (8.3.9)) satisfies all the requirements laid down
above except that there is no convenient steady state solution in the spheri-
cally symmetric system by which one may show that the Rankine-Hugoniot
conditions are satisfied. Thus, the form (8.3.9) chosen by Brode (1955) is
asymptotically the same as the verified form of artificial viscosity in plane
symmetry. We have already discussed in section 3.1 the similarity solution
of the gasdynamic equations including an artificial viscosity term; this solu-
tion describes the strong blast wave, has the correct nonviscous behaviour
in the regions away from the shock, and reasonable transition in the shock
layer (Latter (1955)).

We may observe that Brode (1955) used Von Neumann’s (1941) point
explosion solution in Lagrangian co-ordinates for the purpose of initial con-
ditions. This solution, detailed in section 3.3, is explicit in terms of the
parameter 6, the ratio of kinetic energy to internal energy, and is therefore
convenient to use. Brode (1955) also employed the Lagrangian form of the
basic equations of motion.

We denote by p, p, u, and ¢ the pressure, density, particle velocity
and speed of sound, respectively. The corresponding undisturbed quantities
will be denoted by the subscript ‘0’. The overpressure will be denoted by
Ap = p — pg, where pg is the atmospheric pressure. The pressure will, in
general, be measured in atmospheres, that is, in units of pg. Thus, the excess
pressure will be written as Ap = p — 1. The Lagrangian co-ordinate and
time are rg and t, respectively, while the Eulerian co-ordinate is denoted by
r=r(ro,t).

To render the variables nondimensional, we choose the typical length
€ arising from the total energy, Fj., of the blast wave and the ambient
pressure pg:

E dr (B u? AT R3
3 tot 2
¢ = Dot _ 2T Bt + ) r2ar — 212 8.3.1
o pd ( "2 ) 3(v—1) (83.1)

where Ej,; is the specific internal energy. The term 47 R3/3(y — 1) in (8.3.1)
arises from the pre-shock internal energy of the gas, engulfed by the shock.
R is the shock radius. The Eulerian co-ordinate r, Lagrangian co-ordinate
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ro, and the time ¢ are rendered nondimensional with the help of € and cg
where ¢y is the sound speed in the undisturbed medium:

A=r/e, o= (rofe), T =rtcofe. (8.3.2)

The nondimensional form of equations of motion in Lagrangian co-ordinates
is

1)) 1 op 2u  Ou/ox
oA Lo, 22 8.3.3
oz~ o2 7 o7 (/\ + 8)\/895)’ (8:3.3)
ou A2 0
- - 2= 8.3.4
el aE (3:3.4)
dp 19p
- = —— -1 8.3.5
o SorP+ (=1, (8.3.5)
o\
u o= g (8.3.6)
Here the Lagrangian space co-ordinate has been redefined as
1
T = g(ro/e)?’. (8.3.7)
The equation for internal energy for an ideal gas is assumed in the form
p Po
= — . 8.3.8
oG D po (538

The artificial viscosity term ¢ in (8.3.4)—(8.3.5) acts like a pressure term and
was chosen by Brode (1955) as
ou

q= W (3%)2;)(&)2 (%) (% ~ |52 ) , (8.3.9)

where Az is the grid size and M is the number of grid zones in the shock
front. We have already discussed the nature of this term earlier in this
section. Latter (1955) verified that, with this form of ¢, the nonlinear
ODEs that result from the reduction via similarity transformations give
shock thickness for the spherically symmetric case quite close to that for the
plane symmetry (see section 3.1). It is clear from the form (8.3.9) that ¢ is
zero in the expansion region where du/0x > 0 and is nonzero only in the
compression phase of the shock. In Lagrangian co-ordinates it has the addi-
tional advantage that it eliminates a spurious contribution near the region
where the positive velocity gradient is large.

Brode (1955) wrote the following difference form for the system (8.3.3)—
(8.3.6):

ntj2 a1z AT T, n n-1/2  n-1/2
Uy / =Y 2 W [Pz+1/2—1)z—1/2+qz+1/2 _qz—1//2]7
1

(8.3.10)
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AP = A7 + u7+1/2AT, (8.3.11)
1-W
R s 8.3.12
Pr_1/2 = Pi-1/2 (1 n W) ; ( )
where
+1/2 +1/2 +1/2 +1/2
W = Ar 2(U? + u?fl ) + U;L B ulnfl
PV N Y AT () PR LR () L
l ! 1-1 1-1 1 ! -1 -1
(8.3.13)
i1z _ g7y +1) (MY
Gz = Y7 5 \37
2
xplnfll/Q [u?jllp - u?H/ﬂ for ulnjll/z > u?“p,
(8.3.14)
+1/2 +1/2 +1/2
qln—l//Q = 0 for w <
+1 ntl +1 n+1/2
n+1 B [%pﬁl/z o pyfl/Q} p?71/2 +2 (:0?71/2 - p?71/2> q1-1/2
Pi—ij2 = e T :
y=1Pi—1/2 ~ Pi—1)2
(8.3.15)

Two stability conditions are required by the above difference scheme. One
is the usual Courant-Friedrich-Lewy condition, namely,

AT < Az /N (p/p)L/2 (8.3.16)

max?
and the other arises from the parabolic nature of the equation in the shock
layer,

04 o[ 1 |Ou
< L _— |Z=
ar < X(a) {Azq o

}mm | (8.3.17)

The space mesh sizes were chosen to be unequal-—smaller in the shock layer
and larger outside. This resulted in a sharp shock at very little cost in
computing time. The time mesh size was doubled as soon as the stability
conditions would allow it. The artificial viscosity method was thus found to
be quite general in nature, easy to apply, and (asymptotically) reproduced
the Rankine-Hugoniot conditions. Brode (1955) attempted some other fi-
nite difference schemes such as that due to Du Fort and Frankel (1953) for
diffusion type of equations but found them less fruitful.

To check the veracity of results, Brode (1955) ran the computer pro-
gram with different zone spacing, different viscosity terms, different time
increments and, occasionally, different forms of differencing. This helped to
ensure that the results were reliable. The conservation of total energy of the
blast did not prove to be a sensitive test of the accuracy of the computations.
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Figure 8.1 Pressure in units of undisturbed pressure versus Lagrangian co-ordinate
Ry for point source solution at different times (Brode, 1955).

Figures 8.1-8.3 show pressure, particle velocity and density (in nondi-
mensional form) versus Lagrangian co-ordinate, Ry = r {(Etot /po)l/ 3} 1,
at different times; the initial conditions were chosen from the point source
solution with v = 1.4. The flow immediately behind the shock according to
this solution is given by the fitted curve w, = 0.30(\;)"%/2,
ps = (6p 4+ 1)/(p + 6) for this value of «; here p is the pressure ratio at
the shock. It is curious that the strong shock behaviour is predicted to
quite low pressures. For example, the ratio of central pressure to shock
pressure remains 37 percent down to 20 atmospheres and decreases slowly
to 33 percent by 3 atmospheres. Beyond this value a negative phase ensues,
the pressure falling as low as 0.8 atmosphere near the center.

The variation of particle velocity and density with the Lagrangian co-
ordinate follows the strong shock form until the shock overpressure is as low
as 3 atmospheres. As the shock wave decays to become relatively weak, the
particle velocity profile transforms gradually from its almost linear form in
the early stages to much like the overpressure at large distances. The density
at the center remains zero for all times since there is no heat conduction or

© 2004 by Chapman & Hall/CRC



238 Shock Waves and FExplosions

T T
12 i i 24 0.0351 |
0.0028 0.0390
‘ 2.0 0.0448
9 0.0038 0.0526
| T
0.0053 v 0.0645
| 0.0800
U6 B o 0007? WO UL T ‘0.0995
L -T0.0106 T T ors07
//” | | L Eaml
T e e
=L 072 =TT
0 0
0 100 200 30 380 O 200 400 o0 760
R, Ro
1.0
0.1386 . 0'585\4
0.1620 0.20 0.8729
'1083?57 0.15
'0.24‘79 u 1'06?43104
0.5 0.2048 0.10 '
u 0.3729 / 1.8729 |9 4979
0.4667 :
‘0.5604 005 // J/’
0.55‘42 0.0\\‘§i — — | 129979
1 ~ ~ ] .
0 = T 1] L] -0.05 =
0 50 000 1500 1900 0 1000 2000 3000 4000 5000 6000
0
Ro

Figure 8.2 Particle velocity in units of undisturbed speed of sound versus La-
grangian co-ordinate Ry at different times (Brode, 1955).

radiation term in this model to remove the temperature singularity there.

In these figures, the first two sets correspond to strong shocks while
the latter ones refer to finite pressure ratio across the shock. Here,
(6p +1)/(p + 6) = 5.83 for p = 200. This is different from the value 6 for
p — oo. Curiously, in this case, the temperature at the shock is raised to
a higher value than that for the infinitely strong shock: “a finite shock is
hotter than would be predicted by the strong shock theory”.

Figure 8.4 shows overpressure, particle velocity, density and compression
in units of their peak values at the shock, versus the Eulerian co-ordinate at
different times. The strong shock form prevails in the first two figures at the
early times t = 0.00147,0.0166. At later times the characteristic positive
phase is followed by a larger, weaker negative phase, and an eventual re-
turn to near pre-shock values at the origin. Brode (1955) gave approximate
expressions for the variation of overpressure and dynamic pressure at the
shock with time, which seem to agree with the numerical results within 10
percent. These expressions were obtained by suitably altering the analytic
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Figure 8.3 Density in units of undisturbed density versus Lagrangian co-ordinate
Ry for point source solution at different times (Brode, 1955).

solution for the point source model in the light of the numerical solution.

For the initial isothermal spheres of gas at rest, the main result is that
the flow, starting with these initial conditions, will assume the general shape
and value of the point source solution (to within 10 percent) after the shock
wave has engulfed a mass of air 10 times the initial mass of the sphere. At
the earlier times (before the inward travelling rarefaction reaches the center),
the shock strength is less than that predicted by the point source solution.

Comparing the solutions arising from different initial conditions, Brode
(1955) observed that a point source should leave a higher temperature and
therefore a longer percentage of energy near the origin. This energy, no
longer available to the shock wave, would therefore lead to a much faster
decay of the shock in comparison to that for the initially isothermal sphere.
Actually, no appreciable difference in the low end of the shock overpressure
radius relation is observed between the point source and isothermal sphere
solutions. For the latter, there is a multiple shocking of the inner regions.
The result is that there are nearly identical distributions of residual energies
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Figure 8.4 Overpressure, particle velocity, density and compression in units of
their peak values at the shock versus Eulerian co-ordinate at times indicated. ——,

(Ap/Aps); — — ——, (W/us); — — . —. =, (p/ps)i s (p — 1)/(ps — 1) (Brode,
1955).

per unit volume and pressures around the origin at a time when the shock has
progressed to 6 times the initial radius. Moreover, the average temperature
(or density) of the gas initially inside the isothermal sphere approaches, to
within 10 percent, the average temperature for a corresponding mass around
the point source.

This is in spite of the fact that the temperature at the center for the latter
model is infinitely large. We have discussed in some detail the analytic
solution describing the sudden expansion of a high pressure gas into the
ambient atmosphere in sections 7.2 and 7.3; flows with or without secondary
shocks were analytically examined.

Brode (1959) followed up his earlier study by a more realistic model for
a blast wave from a spherical charge. The initial conditions for this model
were approximately those of a centered detonation of a bare sphere of TNT
of loading density 1.5 g/cm?® as specified by the detonation wave descrip-
tions of Taylor (1950). The equation of state of this TNT was realistically
modeled after that of Jones and Miller (1948) while the equation of state
of air was obtained by a fit to computed data of several previous authors.
The problem was solved numerically, using the technique developed earlier,
Brode (1955). All the flow variables were depicted as functions of time and
distance. The main contribution of this numerical study is the detection of a
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secondary shock which originates as an imploding shock following the inward
rarefaction into the high pressure explosive gases (see section 7.3). A series
of subsequent minor shocks were also seen to appear between the origin and
the contact surface. The influence of the assumptions about equations of
state of the high explosive and of air was not found to be as great as might
be predicted on purely thermodynamic grounds. The pressures and veloc-
ities are found to be less sensitive to variations of equations of state than
are temperatures and densities. This is particularly true in the strong shock
high temperature regions; the secondary shock is significantly influenced by
the equation of state for the high explosive.

The work of Brode (1955) was extended by Plooster (1970) to cylindrical
symmetry. It was envisioned that a cylindrical pressure wave results from
instantaneous energy release along a line in a quiescent atmosphere. The
applications of this model include exploding wires, long explosive charges,
electric sparks, and supersonic aircraft or projectiles. The important natu-
ral phenomenon that this model describes is the lightning discharge. The
computations reported by Plooster (1970) cover a wide range of initial con-
ditions and use both the ideal gas equation of state and a more realistic
equation of state for air and, as in the earlier work of Brode (1955), extend
well into the weak shock region. The artificial viscosity term was used in
the manner of Brode (1955). Five different sets of initial conditions were
chosen:

1. Line source, ideal gas. This model simply extends the solution of Brode
(1955) for the point source initial conditions to cylindrical symmetry.
The initial conditions were chosen from the analytic solution of Lin
(1954) for this geometry.

2. Isothermal cylinder, constant density, ideal gas. Here the energy is
supplied to a cylinder of finite radius whose density is equal to the
ambient air density; this represents a very rapid heating of a column
of air in a time so short that it cannot expand appreciably during the
period of heating. This is analogous to Brode’s (1955) initial isother-
mal sphere.

3. Isothermal cylinder, constant density, real gas equation of state.
4. Isothermal cylinder, low density, ideal gas.

5. Isothermal cylinder, high density, ideal gas. This initial condition
simulates very roughly the flow field resulting from the detonation of
a line charge of high explosive.

The results were presented in different formats: shock wave overpressures
versus radius and gas pressure, density, and flow velocity versus time at
different radii. All variables were expressed in dimensionless form. It was
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shown that experimental measurements of shock strength from detonation
of long high explosive charges were in good agreeement with the numerical
solutions.

An investigation closely related to that of Brode (1955) was concurrently
published by Goldstine and Von Neumann (1955). Here, only the point
explosion model was studied. The governing system of gasdynamic equations
was again expressed in Lagrangian co-ordinates; the initial conditions were
obtained by solving numerically the system of ODEs resulting from self-
similar form of the solution rather than the analytic form of Von Neumann
(1941). The major departure from Brode’s (1955) work is in the choice of
the finite difference scheme and noninclusion of any artificial viscosity term.
The shocks that are fitted are sharp, requiring an iterative procedure to
satisfy the Rankine-Hugoniot conditions exactly. Since the computational
scheme is rather involved, we skip the details and refer the reader to the
original work of Goldstine and Von Neumann (1955). The results of their
computations were depicted in a large number of graphs. As in the work
of Brode (1955), the shock overpressure versus shock radius was shown to
follow the law p — 1 = AR™™, where n is a slowly varying function of R
and A is constant (see section 8.4). The pressure in the region behind the
shock was found both as a function of radial distance for fixed times and as
a function of time for fixed distances.

8.4 Converging Cylindrical Shock Waves

We have discussed in sections 6.2 and 6.3 the analytic character of the con-
verging shock wave solutions, referring to them as self-similar solutions of
the second kind. Their importance in the study of shock waves compares
that of Taylor-Sedov solution for the point explosion. The first numerical
investigation of these solutions was carried out by Payne (1957) and merits
a detailed discussion (cf. Brode (1955) for the explosion problem). The
numerical approach adopted by Payne (1957) is the so-called Lax scheme
(1954) which requires that the governing equations be expressible in a con-
servation form. It also has an artificial viscosity term built into the scheme
of differencing of the conservation laws (see Richtmyer and Morton (1967)).
Since for the converging shock waves it is not possible to write the system of
gasdynamic equations in a conservation form, Payne (1957) had to modify
Lax’s scheme to appropriately difference the pressure term in the momen-
tum equation (which is in a nonconservative form). The second difficulty
arises from the singular nature of equations at the axis of the cylindrical
flow. Here, again, special numerical treatment of the governing system of
equations in this neighbourhood had to be devised. Sod (1977) could elim-
inate both these difficulties by a judicious combination of Glimm’s method
and operator splitting as we shall discuss in some detail later in this section.
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The converging shock originates due to the sudden rupture of a cylindri-
cal diaphragm, separating two uniform regions of gas at rest with a higher
pressure in the outside region. We denote the ratios of pressures and den-
sities on two sides of the diaphragm by p* and p*(p* > 1). The situation
here is again analogous to the shock tube problem (see sections 7.2 and 7.3).
Here, if p* = p*, that is, if the uniform temperatures on two sides of the
diaphragm are the same, then a shock travels into the low pressure region,
followed by a contact surface and an expansion wave. The latter moves into
the high pressure region. By a suitable choice of p* and p* it is possible
to obtain a flow which has a shock wave and an expansion wave, but no
contact discontinuity. This is what was arranged by Payne (1957) for the
initial conditions in cylindrical flow; for this purpose he assumed that the
gas outside the cylindrical diaphragm was initially at a higher temperature
than that inside. It was found that the contact surface does not affect the
converging shock; the presence of the contact surface, however, leads to nu-
merical inaccuracy in the flow. Any inaccuracy in the expansion wave also
affects the region of the converging shock wave.

If ro, po, po, and ag are the initial radius of the diaphragm, density,
pressure and sound speed in the undisturbed medium, respectively, we may
normalise the corresponding variables by these quantities. The time ¢ may
be scaled by ty = ro/ap. The total energy of the medium per unit volume
may be defined as .

E= % + Q,ou2,
and may be rendered nondimensional by pg. We may thus write the equa-
tions of motion in normalised variables as

(8.4.1)

(rp)e + (rpu)r =0, (8.4.2)
(rpu); + (rpu?), + v~ Y2rp, = 0, (8.4.3)
(rE)¢ + (rEu+ rpu), = 0. (8.4.4)

Payne (1957) found it convenient to introduce the variables
a=rp, b=rpu, c=rk (8.4.5)

in (8.4.2)-(8.4.4) and rewrite this system as

at +b. =0, (846)
b + (bu)y +~"Y2rp, =0, (8.4.7)
¢t + (cu + rpu), = 0. (8.4.8)

The original (nondimensional) variables are therefore given by

_ae _a _(y=De 2(r=1)
p=o, u=g, p=E— 5 bu. (8.4.9)
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It may be observed that equation (8.4.7) is not in a conservation form and the
term 7~ /2rp, must be handled separately in the context of Lax’s scheme.

Consider the mesh points as r, = kAr, t = t,, where k and n are
nonnegative integers and Ar is such that K = (Ar)~! is an integer. We
write At,, = t,+1 —t,. Denoting any function ¢(r,t) at rp = kAr, t = t, by
¢k n, Lax’s scheme replaces the derivatives as follows:

99 Dkt — 3( Pkt + Pr—1,n)

= ’ ’ ’ 4.1
ot At,, ’ (8.4.10)
a¢ ¢k+1 n (bkfl n
- = : . 4.11
or 2Ar (8 )

We may thus replace the derivatives in (8.4.6)—(8.4.8) via (8.4.10) and (8.4.11)
and solve for a, b, and ¢ at time ¢,,41 in terms of the quantities at ¢,,:

Aty

g nt+1 = §(ak—1,n + ak—l—l,n) AT (bk 1,n bk—i—l,n)a (8412)
At,,
bk,nJrl - §(bk71,n + bk+1,n) + IAT {bk 1,nUk—1,n — bk+1 nUk+1,n
+7_1/2Tk(pk—l,n — Dk+1, n)}7 (8413)
At,,
Cknt+l = §(ck71,n + Ck+1,n) oA {Ck 1,nUk—1n — Ck+1,nUk+1,n
Tk 1Pk—1,nUk—1,n — Th+1Pk-+1,nUk+1,n}- (8.4.14)

The physical quantities u, p, and p may now be obtained with the help of

(8.4.9). Tt is clear that equations (8.4.12)—(8.4.14) do not apply at k = 0.

It is also observed that the values of the variables at points on the two

staggered lattices, k +n even and k +n odd, are independent of each other.
Payne (1957) replaced the pressure term in (8.4.7) by

At, (k+1)A
DN 12 (Tk 1Pk—1,n — Tk+1Pk+1,n +/ pdr) ; (8.4.15)

where the integral in turn is replaced by

(Ph—1,n + Pht1,n) AT (8.4.16)

This choice still retains the property of the two staggered lattices being
independent when k + n is even or when it is odd.

At the axis of the cylindrical flow, we have u = 0. Therefore, a = rp =0,
b=rpu=0,c=rE =0. The difference scheme (8.4.12)—(8.4.14) is not
applicable here. Payne (1957) derived an alternative form by applying basic
conservation laws of mass and energy in a cylinder of radius Ar. Writing
the conservation of mass equation in this mesh, we have

0 r=Ar
ot {/T:O p(r, t)d(ﬂ)} + 2Arp(Ar, t)u(Ar,t) = 0. (8.4.17)
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We may now approximate the integral in (8.4.17) by £{p(0,t)+p(Ar,t)}Ar?,
take the derivative of this expression with respect to ¢t and use the difference
scheme (8.4.10) for 9p/0t etc. We then repeat this process for the interval
2Ar and obtain

— pint Sl (1 & ) (8.4.18)
PO,n+1 = Pln Ar 4p3,nu3,n 4 PLnaUln | - .

By a similar argument applied to the conservation of energy one may obtain

At, (1 1
EO,nJrl = El,n + A—’r‘n <ZE3’nU3’n + Zp37nU37n
11 11
_IEl,nul,n - Zpl,nul,n)- (8.4.19)
Therefore, the pressure at the center is
Pon+1 = (v — 1) Eon+1, (8.4.20)

(see (8.4.1) with u = 0). Equations (8.4.19)—(8.4.20) also use a staggered
mesh.

With the above difference scheme some oscillations in pressure and den-
sity were observed near the axis which grew in their amplitude. This was
remedied by using %(pk,l,n + 4Py + Pry1n)Ar instead of (8.4.16) at the
point k = 1. Thus, for k = 1 the difference scheme (8.4.13) was replaced by

1 At
bint1 = §b2,n + —QAT;{ — by puzn,
_ 1 4 5
—|—’y 1/2AT (gpom + gpl,n - gpQ,n) } (8421)

This, however, led to the nonindependence of the two staggered lattices since
the term p; ,, appears in (8.4.21).

The initial conditions between the axis £ = 0 and the diaphragm k = K
were chosen in the following way. At the diaphragm k& = K, these were
chosen to be the average of the values of aj o, b0 and ¢ o at £ = K 41 and
k = K — 1. This is due to the sensitivity of the data near the diaphragm. In
view of the special treatment of the flow near the axis, all the points of the
network corresponding to £ = 0,1,2,... at each time step had to be used.
Thus, the initial conditions are taken to be

ugo = 0 forall k,

pro = Lipgo=1 for k<K,
1, ., Ar,
pro = "+ 1)+ ("~ 1),
1 ., Ar,
pro = 0"+ 1)+ —(p"-1), (8.4.22)
pro = P pro=p" for k<K,

where p* and p* are (dimensionless) constants.
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Payne (1957) carried out the calculations with a uniformly spaced set of
mesh points from the axis to twice the radius of the cylindrical diaphragm.
The mesh size was taken to be 1/64th of the radius. For 140 time steps of
the integration over these 128 points the time on the Manchester University
Mark 1 computer was 5 hours—very large compared to what the modern
computers would take. The computations were checked by repeating the
calculation with twice the mesh size or half the mesh size. The Courant-
Friedrichs-Lewy criterion for the stability of the numerical scheme was taken
in the form

At, /Ar < A/(velocity of the shock), (8.4.23)

since the velocity of the shock is highest in the flow. The constant A was
varied between 0.75 and 0.85 to ensure stability; for stronger shocks, the
value of A was about 0.75, requiring shorter time intervals. The velocity
of the shock at the previous time was used to get At,, from (8.4.23). The
shock location was found by identifying the point where the pressure p is the
average of the pressure behind and in front of the shock. For the converging
shock, the pressure behind the shock was chosen to be the local maximum of
Pk,n While that ahead was the undisturbed value pg , at the axis. This agrees
roughly with the prescription of Lighthill (1956) for the shock location. For
diverging shocks, the pressure ahead was chosen in an ad hoc manner at the
point where p(r — Ar, t,) — p(r,t,) = B; suitable values for the constant B
were found to be 0.1 for a weak shock of initial strength 2, 0.2 for a shock
of initial strength 4, and 0.4 for a strong shock of initial strength 8.

When the shock approached the axis, the time At, was taken to be
constant, as obtained earlier in the calculations. For this (small) value of
At,, the reflected shock was so diffused that it was impossible to identify
it. Therefore, the time interval at this point could be chosen to be relatively
large and constant. It was possible to adjust its value with reference to
the velocity of the outgoing shock. A judicious choice helped to keep the
solution stable with a smooth shock which was not too diffused.

We discuss in some detail the numerical results for the initial conditions
p* = p* = 4. The initial distribution for the cylindrical diaphragm was
chosen to be the solution of the (plane) shock tube problem with these con-
ditions. They give rise to a converging shock of strength 1.93, a contact
surface, and an expansion wave. The mesh size Ar was chosen to be 1/128.
The results are shown in Figures 8.5-8.8, which give pressure, particle ve-
locity, density and temperature at 0.2 time intervals. Figure 8.5 shows that
the shock strength increases with time leading to increase in pressure at any
point behind it.

The shock itself is about six mesh points wide. It reaches the center
at t = 0.66, attaining a high but finite value of the pressure there and is,
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Figure 8.5 Pressure versus radius at 0.2 time intervals for a flow initiated by a
cylindrical diaphragm with initial pressure and density ratios 4 (Payne, 1957).
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Figure 8.6 Particle velocity versus radius at 0.2 time intervals for a flow initiated
by a cylindrical diaphragm with initial pressure and density ratios 4 (Payne, 1957).

then reflected. As the reflected shock engulfs the disturbed gas ahead of it,
the pressure behind it at any fixed point decreases with time. Figure 8.6
shows the velocity of the gas as it is overtaken by the converging shock. The
latter imparts it a negative (inward) value. The reflected shock subsequently
increases the gas velocity so that it becomes positive though small. At any
given point behind the converging shock the velocity increases with time;
after it has been passed by the diverging shock it decreases.

The behaviour of density at different times (Figure 8.7) is similar to that
for pressure, except that its rise across the shock is smaller, corresponding to
an increase in temperature. A contact surface—with a gradual change over
an increasing number of mesh points—appears in density and temperature
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Figure 8.7 Density versus radius at 0.2 time intervals for a flow initiated by a
cylindrical diaphragm with initial pressure and density ratios 4 (Payne, 1957).
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Figure 8.8 Temperature versus radius at 0.2 time intervals for a flow initiated by
a cylindrical diaphragm with initial pressure and density ratios 4 (Payne, 1957).

(see Figures 8.7 and 8.8). The contact surface moves inward behind the
converging shock and is later traversed by the diverging shock. This traversal
is completed at t = 1.4 leaving behind a region of high temperature between
the axis and the contact surface.

Figure 8.9 shows variation of pressure, density and particle velocity with
time at r = 0 and r = 0.375. The solution qualitatively resembles that of
Guderley (1942) but is different in magnitude. This is because the shock
here is not assumed to be infinitely strong.

The initial conditions p* = p* = 4 gave rise to a strong contact dis-
continuity behind the shock which Lax’s scheme was unable to handle.
Payne (1957), therefore, assumed another set of initial conditions p* = 3.52,
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Figure 8.9 Variation of pressure, density and particle velocity with time at r = 0
and r = 0.375 (Payne, 1957).

p* = 2.44 which led to a shock of the same strength, namely, 1.93. In this
case the shock tube solution gives a contact surface of zero strength. The
converging cylindrical shocks in both these instances behave identically, but
the reflected divergent shocks behave differently as they move out. For the
case p* = p* = 4, the reflected shock propagates slower as it moves into
the colder region. The result of eliminating the contact surface for the case
with p* = 3.52 or p* = 2.44, is that it is possible now to obtain a stronger
converging shock. Such results were obtained for shocks of initial strengths
4 and 8.

Figure 8.10 shows the distribution of parameters for initial shock strength
8 at 0.1 time intervals. The general behaviour of various quantities is the
same as for the shock of initial strength 1.93, discussed earlier. The main dif-
ference is that the stronger shocks increase in their magnitude more rapidly
as they approach the axis. Moreover, the expansion fan significantly in-
creases the diffusion effect for the stronger shocks.

Figures 8.11 and 8.12 give shock strength, z = ’%, versus radius for
converging shocks of initial strengths 1.93 and 8, respectively. The agree-
ment with the results by Chisnell’s method (which we have often referred
to as the Chester (1954), Chisnell (1957) and Whitham (1958) approach)
is found to be remarkable. Comparison with other analytic results may be
found in chapter 6. Payne (1957) also studied the effect of varying « on the
propagation of converging shocks. There was no major qualitative change.

© 2004 by Chapman & Hall/CRC



250 Shock Waves and FExplosions

Figure 8.10 Pressure, velocity, density and temperature versus radius at intervals
0.1 of time for a flow with a converging cylindrical shock of initial strength 8 (Payne,
1957).

However, when ~ was changed from 1.4 to 5/3, there was a larger density
change across the contact surface. The production of entropy by the traver-
sal of the shocks (converging and diverging) was also briefly discussed by
Payne (1957).

It is clear from Payne’s application of the Lax (1954) scheme to the
converging shock problem that there are difficulties near the singular point
r = 0. Moreover, the momentum equation, not being in a conservation
form, must also be treated separately. The numerical results suggest that
the discontinuities—the contact surface and the shock—are not precisely
located; considerable manipulations are needed to get a reasonable shock.
The mesh sizes must be appropriately changed to avoid oscillations and
obtain somewhat sharp shocks.
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Chisnell

Figure 8.11 Shock strength versus radius for a converging cylindrical shock of
initial strength 1.93 (Payne, 1957).

Chisnell

e} 0.5 1.0
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Figure 8.12 Shock strength versus radius for a converging cylindrical shock of
initial strength 8 (Payne, 1957).

To get over these difficulties, Sod (1977) investigated converging spherical
and cylindrical shocks by using a judicious combination of Glimm’s (1965)
random choice method and operator splitting. The system of gasdynamic
equations in the vector form

U; + F(U), = -W(U), (8.4.24)
was treated by operator-splitting. It was written as the system
U; + F(U), =0, (8.4.25)

which represents one-dimensional equations of gas dynamics in cartesian
co-ordinates, and

U, = —~W(U). (8.4.26)
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The conservation form (8.4.25) was solved by the random-choice method
introduced by Glimm (1965) and developed later for hydrodynamics by
Chorin (1976). Once the system (8.4.25) is solved, the system of ODEs
(8.4.26) is integrated by using Cauchy-Euler scheme at the interior points
for one time step. The solution of the system (8.4.25) is used to determine
the inhomogeneous term —W in (8.4.26). Thus, the singular nature of the
original system near the axis is eliminated. Besides, since the equations of
gas dynamics are solved in cartesian co-ordinates, the momentum equation
can be written in a conservation form.

Glimm’s method requires, approximating the solution by a piecewise
constant function at each time. One must then solve a sequence of Riemann
problems. The solution is advanced in time exactly and the new values are
sampled. The method depends on solving the Riemann problems exactly and
inexpensively. We refer the reader to Sod (1976, 1977) for further details.
Here we summarize the results of Sod (1977) for the converging cylindrical
shock.

The physical problem is exactly the same as that treated by Payne (1957)
and is solved with the same initial conditions. The (normalised) pressure
and density inside and outside the diaphragm are 1 and 4, respectively. This
gives rise to an initial shock of strength 1.93, a contact discontinuity, and a
rarefaction wave. The spatial mesh size was chosen to be Ar = 0.01 while
At was chosen subject to the Courant-Friedrich-Lewy condition

max(|u| + ¢)At/Ar < 1.

The general features of the flow are the same as in Payne (1957). The results
are shown in Figures 8.5-8.12. One major achievement of Sod’s study is that
the shock and the contact discontinuity are perfectly sharp. However, due

Density

| | | | . | | | |
0 01 0.2030.405060.708 0.91.0
r

Figure 8.13 Density profile after interaction of diverging shock and contact dis-
continuity at time ¢ = 0.6 (Sod, 1977).
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to the randomness of Glimm’s method, at a given time the position of the
shock or contact discontinuity may not be exact; on the average it is.

The interaction of the reflected shock with the contact discontinuity
results in a reflected (converging) shock A, and a contact discontinuity B
propagating towards the axis and a transmitted (diverging) shock C (see
Figure 8.13). This reflected shock was not perceived by earlier investigators
(Payne (1957), Abarbanel and Goldberg (1972), and Lapidus (1971)).

We conclude the discussion of converging shocks by summarizing recent
numerical results of Liu, Khoo and Yeo (1999). They used a modified total
variation (TVD) scheme due originally to Harten (1977, 1978) (see section
8.5). They chose the initial conditions the same as in the study of Sod (1977),
namely, pg =4, pg =4, ug =0, pg =1, po = 1, ug = 0, where H denotes
conditions inside the high pressure isothermal cylinder. The cylindrical di-
aphragm was located initially at 0.25. The major physical features observed
were the same as in the study of Sod (1977). The converging shock with in-
creasing strength implodes at the axis at about ¢ = 0.15, in agreement with
the figure obtained by Sod (1977). The temperature and density attain their
maximum values there at that time. The observed contact discontinuity was
always found to be sharp.

The results of Liu et al. (1999) show a good general agreement with those
of Sod (1976) except for a minor divergence of the locus of the main shock
after its divergence from the axis—the difference, however, never exceeding
10%. Sod’s (1976) results, being first order, are probably less accurate as
was pointed out by Liu et al. (1999). Unlike in some previous studies
such as Payne (1957), both the main shock, the secondary shock and the
contact discontinuity are successfully captured by the modified TVD scheme
employed by Liu et al. (1999). However, the third shock, generated by the
interaction of the reflected shock with the contact discontinuity, is too weak
and is not detected precisely even by the modified TVD scheme of Liu et al.
(1999). This shock did not attract much mention in earlier literature.

8.5 Numerical Simulation of Explosions Using

Total Variation Diminishing Scheme

In sections 8.3 and 8.4 we dealt with the early numerical investigations in
the context of explosion and implosion phenomena. These studies gave a
reasonable qualitative picture but were not sophisticated enough to yield
high accuracy or precise description of discontinuities. In this section we
describe a recent study due to Liu, Khoo and Yeo (1999), which uses the total
variation diminishing (TVD) scheme of Harten (1977). It was appropriately
modified to give a high resolution of contact discontinuities which, in the
scheme used by Payne (1957), were rather vaguely found. The model we
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discuss here is the release of a high pressure gas into a quiescent medium,
due originally to McFadden (1952) and Friedman (1961), which we have
discussed in much detail in sections 7.2 and 7.3. This release leads to a main
shock rushing out through the quiescent low pressure gas and to a rarefaction
wave moving inward into the high pressure gas. This flow also results in the
formation of a contact discontinuity and, subsequently, a secondary shock.
This shock is weak initially and propagates outwards with the expanding
gas. It grows in strength and becomes fairly strong in a short time. Soon
after, this secondary shock stops propagating outward, attains zero velocity,
and then begins to implode on the center.

The contact discontinuity also moves outward initially behind the main
shock. After a certain time it ceases its journey outward and begins to
move inwards to the origin. This is due to inward moving flow by the
converging secondary shock. After reflection from the center, the secondary
shock moves out, interacts with the inward moving contact surface and
continues to propagate outward. An inward rarefaction is produced as a
result of this interaction, leading to the formation of a third shock. This
shock wave is very weak and is not easy to detect. At the point of formation
of the third shock all the pre-existing discontinuities are rather weak and the
whole flow region is nearly uniform. These detailed features were numerically
observed by Liu et al. (1999) and make for a fascinating study.

In the present section we detail the work of Liu et al. (1999). The
scheme used by these investigators is a modified form of TVD, referred to as
the artificial compression method (ACM). It was found particularly useful
in increasing resolution of the contact discontinuities.

We write equations of motion for an inviscid, non-heat-conducting, ra-
dially symmetric flow in the form

Uy + (F(U)), = W(U), (8.5.1)
where
P pu
U = ou |, FU)=| pu>+p |,
E (E +p)u
_ pu
wwy = ~“=11 e | (8.5.2)
r (E+p)u

The variables here are expressed in terms of pg and ag, the undisturbed
density and speed of sound, respectively. The independent variables ¢t and r
have been rendered nondimensional by 47 /ag and 4ry, where 7 is the initial
radius of the compressed gas. Here, a = 2,3 for cylindrical and spherical
symmetry, respectively. The energy of the gas (in nondimensional variables)
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is given by
p=—t 12 (8.5.3)
vy—1 2
where v = ¢,/c,. The system (8.5.1)-(8.5.2) is recast in nearly conservative
form as

oU  OF(U) -

- = 5.4
S = 5(0), (85.4)
where
0
7 a—1 7 a—1 ~ ~ a—1
U=r*"U, S{U)= p o, p=1r"""p. (8.5.5)
"o
For spherical symmetry, we have
B r2p 2 pu . 9 0
U=q rpu o, FU)=q r2(pu®+p) o, SU)=-1 r’p
r’E r2(E + p)u 0
(8.5.6)

It may be observed that the RHS of (8.5.4) is always positive; there is
considerable evidence to suggest that this fact enhances numerical stability.
Besides, since S(U) is continuous through the contact surface, this form may
be convenient for flows involving these discontinuities.

The system (8.5.4) is still singular at the origin; it is first written there

in the conservation form

pt +a(pu), =0, (8.5.7)
E;+ o[(E + p)u], = 0.

The finite difference scheme applied to (8.5.7) and (8.5.8) would, therefore,
be compatible with the original system at the origin.
We must also have
u(0,t) = 0. (8.5.9)

We now discuss the total variation diminishing (TVD) (see (8.5.19) for
definition) scheme in some detail. When a hyperbolic equation is linear and
the numerical scheme simulating it is also linear, the convergence of the
numerical approximation is implied by the consistency and stability of the
scheme. This is not the case for nonlinear problems. Conventional shock-
capturing schemes such as Lax-Wendroff (see Richtmyer and Morton (1967))
for the solution of nonlinear hyperbolic conservation laws produce overshoots
and undershoots near the discontinuity; these schemes may also select a
nonphysical solution. To overcome these difficulties one may add a large
amount of dissipation but that results in the smearing of the discontinuity
on many grids.
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To obviate these difficulties a new class of schemes was introduced by
Harten (1983). These schemes must satisfy the following requirements :
(i) they must be total variation diminishing (see (8.5.19)); (ii) they must
be consistent with the conservation law and satisfy entropy inequality, (see
(8.5.13) below); and (iii) they must be second order accurate away from
shocks. The condition (i) guarantees that the scheme does not generate
spurious oscillations while (ii) ensures that the numerical solution converges
to the entropy solution.

Consider the scalar hyperbolic consevation law

ou

0
o T /W=0. t>0, (8.5.10)

with the initial condition
u(z,0) = ug(z), (8.5.11)

where the flux function f is smooth. We now define the entropy condition for
the scalar equation (8.5.10). A solution of (8.5.10) with a shock propagating
with speed s and satisfying the Rankine-Hugoniot condition

flw) = flur) = s(u — up), (8.5.12)
is said to satisfy the entropy condition if
Uy — Uy Uyr — U

for all u between u; and u, where u; and u, are values of u on the left and
right of the shock.

It is clear from (8.5.12) that f’(u) is the characteristic speed. If the
function f is convex, that is, if f”(u) is positive, then (8.5.13) implies that
s must lie between f’(u;) and f’(u,) and u; > ;.

A conservative and consistent method will yield a unique weak solution
if it satisfies a discrete version of the entropy condition (LeVeque (1992),
p. 142).

We now define some terms required for the discussion of TVD schemes.
A difference scheme for (8.5.10) is said to be in conservation form if there
exists a continuous function F' such that

n+l _

ui =i = AMEF e = Fil)- (8.5.14)

where F /9 = F(u_j1,..4,). I is thus the numerical flux function and A
is the ratio of time step to space step.

The difference scheme (8.5.14) is consistent with the conservation law
(8.5.10) if
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The scheme (8.5.14) may be put in a viscous form if there exists a function
Q of 2k variables, called the coefficient of numerical viscosity, such that

Qi+1/2 = QUi—py1, 5 Uitk),

and (8.5.14) may hence be written as

A
=l = S — )

1
+§{Q?+1/2(U?+1 —u;') — Q?_UQ(U? —u; 1)}, (8.5.15)
The numerical flux therefore is

Q7
ir1/2 = % {f(uﬁl) = fuy) — ;1/2 (ul'yq — u?)} : (8.5.16)

The numerical scheme (8.5.14) is said to be L*-stable if there exists a
constant ¢ > 0, independent of n and At, such that ||[U" ||z < ¢||[U°|| e,
where [|U"||ee = sup; |u}'|. The scheme (8.5.14) is said to be in incremental
form if there exist two functions C' and D,

Citryo = Cluipyrs - uitn)s  Difyyjo = D(ui i, uilyy), (8.5.17)
such that we may write

upth =l + Dy jp(uiyy —ui') — Gy joug! — uity). (8.5.18)

A common feature of all TVD schemes is that second (or higher) order
accuracy is surrendered at the extrema since one cannot have both sec-
ond order accuracy everywhere and the TVD property. Second order TVD
schemes are second order accurate away from extrema. These schemes are
said to enjoy second order resolution (SOR).

The scheme (8.5.14) is called total variation diminishing (TVD) if

o0 o0
Do uf Tt =t < YTl — (8.5.19)

The scheme (8.5.18) is TVD if

f+1/2 >0, D?+1/2 >0 and Ci"+1/2 + Df+1/2 <1 forall i,mn;
(8.5.20)

Any numerical scheme which can be put in the viscous form (8.5.15) is TVD
if the coefficients in the viscous term satisfy

)‘|a?+1/2| < Q?—}-l/Q <1, (8.5.21)
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where
f(u?+1)_f(u?) : n n
Qo = reranl LS Ra (8.5.22)
f'(ul)  otherwise.

For a three-point scheme to be TVD, the conditions (8.5.20) and (8.5.21)
are both necessary and sufficient.

We may mention that the Lax-Wendroff scheme is not TVD since the
coefficient of viscosity ZL_F{ 2 = (A1 /2)2 does not satisfy the condition
(8.5.21).

The construction of the SOR scheme changes the three-point first order
accurate TVD scheme into a five point second order accurate TVD scheme.
For this purpose we consider a three-point T'VD scheme which is in a conser-
vative form and is consistent with the entropy condition (Lax-Friedrichs and
Godunov schemes, for example). The basic idea here is to use a modified
flux f + (1/X)g in place of f where the function g is discretised as

Si . n n n
gi = B mm{(Q(/\aHl/z) - ()\ai+1/2)2)\ui+1 — 'l

(Q()‘a?—yz) - ()‘ai+1/2)2)|uzn —u;q}. (8.5.23)
Here,

sgn(uf , — ul it (u, —u™ (U —u* ) >0
Si:{ Og ( i+1 7,) Othervsisze-i—l z)( 7 7 1) (8524)

and Q(Aaf, /2) is the coefficient of numerical viscosity satisfying (8.5.21).

The numerical flux F' is now defined by

Frove = ~{f(ule) + ful) +

5 (9i + giv1)

(wiy — i)}

Qis1j2(ufyy —uf)}, (8.5.25)

1
_XQ()‘ai+1/2 + V172

= %{f(uf) + JE(U?H) -

>| =

where f(uf”) = fu) + (1/N)gi, Q;ﬂrl/z = Q(Aaj41/2 + Viq1/2) and

o (G —g) /(e — ) i ud, #
i+1/2 0 otherwise.

The new difference scheme for (8.5.10) becomes
up ™ =i — )‘{Fﬁi-lﬂ - Fz‘n—l/z}- (8.5.26)
The scheme (8.5.26) is five-point, is in conservation form, and is consistent

with the conservation law (8.5.10). This scheme is TVD. This follows from
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(8.5.21) if we replace f by f, Q(Aajy1/2) by Q(Aair1/2 +Vit1/2) and M@y
by Aaiy1/2 + Vig1/2-

Harten (1983) extended the scalar TVD scheme to systems of nonlinear
hyperbolic equations to ensure the stability of the numerical scheme over a
long time as well as to enhance the resolution of contact discontinuity. The
main difficulty in extending the TVD scheme to nonlinear systems is that
the total variation of the solution may increase when there is a two-wave
interaction. To overcome this difficulty Harten (1983) extended the TVD
scheme to systems in such a manner that the resulting scheme is TVD for
the “locally frozen” constant coefficient systems.

Liu et al. (1999) modified Harten’s scheme by incorporating an artificial
compression in the so called artificial compression method (ACM) to increase
the resolution of contact discontinuities. In general, a numerical scheme
coupled with the use of an artificial compression will considerably increase
the resolution near a contact discontinuity and yet not change the main
features of the original scheme. With this end in view, Liu et al. (1999)
combined Harten’s TVD scheme with ACM for application to the explosion
problem. Let U = T?Jr_ll/szH, Ajpq1U" = U]y — Uj". Furthermore, let
Al'y o = AU, Uy ) be the mean Jacobian matrix such that

P(U}) = F(UP) = Al o (UF = UD). (8.5.27)

! !
Let iy )o and Ri+1/2

ing eigenvectors of A?+1/2 and let (a}+1/2, 0%2+1/27 ag’+1/2)T = R;rll/QAiH/QU",
where R; /5 is a 3 X 3 matrix whose columns are the right eigenvectors of
Al /2

Corresponding to the function g; defined by (8.5.23) for the scalar case,

we write gZH’l for the system (8.5.4) as

(I =1,2,3) be the left eigenvalues and the correspond-

H] .
g; = min mOd(U()‘Taé—lm)aé—l/% U(Araé+1/2)aé+1/2))» 1=1,2,3,

(8.5.28)
where
. sgn(z)min(|z|, |y|) if zy >0,
min mod(z,y) :{ Og (z)min(jz, ly)) otherwise (8.5.29)
1 1
o(z) = §¢>(:U) - §x2, (8.5.30)

and A, = At/Ar. At and Ar are time and space step sizes. ¢(x) is the
coefficient of viscosity (Roe (1981)), chosen to be

|z if |z| > 2e
— 8.5.31
o(z) { % otherwise. ( )
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Liu et al. (1999) modified the function g/ in (8.5.28) and wrote
Hl

where qﬁ +1/2 is the artificial compression term added to ensure a sharp con-
tact discontinuity. It is defined as

! |O‘z+1/2 o 1/2| P(Ar aﬁ+1/2)
Git1/2 = H‘l/?‘ ]

. 1=1,2,3,  (85.33)
U1 pol Flody 1l o (Aral )

where
- 1
Sivijz = plsen(alyp —af 1) —sen(adyp —al )l (85.34)

When qZ ti2 = = 0, the numerical flux reduces to Harten’s flux for the
system (8.5.4).

Thus, the modified numerical scheme for (8.5.4) is

(3

n n n n 1 840 1 T
UM =07 = \(H] g — H'9) + S AS(U] 4 SALS(U}). (8.5.35)

The numerical flux H" i1/2 oW is
n 1 n mn
i+1/2 = 2{ (UM) + F( 7,+1) + 7”7,+1/2G7;+1/2}, (8.5.36)

where

G?+1/2 = Ri+1/2(1)?+1/2>

1 2 3 T
(I)?H/z = (¢i+1/2>¢z‘+1/2>¢z‘+1/2)v
1
Gipip = )\—(9§+9§+1—U()‘raéﬂ/z+Vf+1/2)04§+1/2)a 1=1,2,3
T
9ip1=9: if ol 0
Vigs = U1y i+1/2 7 (8.5.37)
0 otherwise.

The present scheme is TVD under the CFL condition £%max(|u| + ¢) <
(5 —+/17/2). This condition is more severe than that for the TVD scheme
of Harten (1983). For the actual computation Liu et al. (1999) required

that A
A max(|u| + ¢) < 0.8, (8.5.38)

Liu et al. (1999) assumed the same initial conditions for the high pressure

gas as were first adopted by Brode (1957) and experimentally verified by
Boyer (1960). The initial sphere was taken to be of radius 2 in; it contained
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a gas at a pressure of 326 psi and temperature 299 K. The outside medium
is air at 15 psi and has the same temperature as inside, namely, 299 K. The
nondimensional values of these quantities are py = 15.514, py = 21.7333,
ug = 0, po = 0.715, pg = 1.0, ug = 0. Observe that the pressure has been
rendered nondimensional by poa% = vpo = 1.4pg; hence py = 0.715. Since
the initial radius has been rendered nondimensional by 4rg, its value is 0.25;
the time is related by ¢’ = 293¢(us) or t = t'/293.

Liu et al. (1999) first solved the (plane) shock tube problem by Harten’s
TVD scheme to confirm its effectiveness. They chose the initial conditions
as pg =4, pg = 4,u = 0. They used a modified form of Harten’s scheme
as well as Harten’s original scheme. The number of mesh points in each
scheme was chosen to be the same with mesh size Ax = 0.01. Liu et al.
(1999) claim that the definition of contact surface improves while the general
results remain the same everywhere else. This improvement was brought
about by introducing the ACM technique. As we observe below, the same
effect is also brought about in the spherical explosion problem.

The temperature profiles at different times are shown in Figures 8.14(a)—
(c¢). As we have discussed in sections 7.2 and 7.3, the secondary shock is
first formed at the point on the tail of the rarefaction wave where pressure
and temperature attain their minima. This fact was used to identify the
inception of the secondary shock in the numerical solution. It was also
observed numerically that the rarefaction wave reaches the center at about
60 ps and brings about a rapid decrease in pressure there. At about 140 us,
the pressure at the center is lower than that at the tail of the rarefaction
wave. From this point onwards, velocity, density and pressure between the
center and the secondary shock are almost constant, though they continue
to diminish with time. At ¢’ = 140 us, the secondary shock ceases its
outward motion and begins to move inward with increasing strength. Now
the problem in this region corresponds to that of the collapse of a converging
spherical shock into a nonuniform region. The following features may be
observed from Figures 8.14(a)—(c). The maximum temperature is observed
at the contact discontinuity until about 100 ps. Thereafter, it occurs in the
immediate neighbourhood of the front shock. As time passes, the converging
shock becomes stronger and the maximum of temperature shifts until it is
attained at the center at ¢/ = 360 us when it implodes there. Even as the
reflected shock moves out through the contact discontinuity, the maximum
temperature continues to occur at the center of the explosion.

The secondary shock, after formation, first moves away from the cen-
ter. At about ' = 170 us, it attains zero velocity and then moves inward
until it implodes at the center at about 360 ps. During this motion, the
particle velocity behind it is also inward. This affects the motion of the
contact discontinuity. The latter ceases its outward motion and begins to
move inward at about ¢’ = 240 pus. This inward contact discontinuity meets
the (outgoing) reflected secondary shock at about 550 s, resulting in its
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Figure 8.14 (a)—(c) The temperature profiles at different times for the spherical
explosion centred at the origin (Liu et al., 1999).
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outward motion again. After the transmission of the reflected secondary
shock, the contact surface is relatively still. No reflection from the contact
discontinuity due to interaction with the secondary shock was observed by
Liu et al. (1999). The results of Liu et al. (1999) show close agreement
with the analysis of Brode (1959). The numerical solution of Liu et al.
(1999) shows good qualitative agreement with the experimental results of
Boyer (1960), though there is considerable quantitative divergence. For
example, the time of implosion of the secondary shock in the experiment
was about 180 us later (a discrepancy of 50%) than that predicted by the
numerical solution. Moreover, the contact discontinuity in the experiment
did not indicate any inward radial movement before its interaction with the
reflected secondary shock. This divergence, Liu et al. (1999) attribute to
the inadequacy of the experiments and the energy losses due to thermal heat
conduction etc.

Qualitatively similar numerical results were obtained for the case of cylin-
drical explosion in air.
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