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11

1 Log reports

Introduction

This volume contains log report descriptions. Each log report description
contains the following sections:

» Explanation

* Format

» Example

* Field descriptions

* Action

» Associated OM registers
* Additional information

Explanation
This section identifies the affected subsystem and indicates the reason the
system generates the log report.

Format
This section shows the format of the log report. If the log report has more than
one format, this section displays each format.

Example
This section contains an example of a log report. If the log report has more
than one format, this section can contain a minimum of two examples.

Field descriptions
This section describes each field in the log report.

Action
This section describes the user action required when the system generates the
log report.

Associated OM registers
This section lists associated OM registers for the log report.
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1-2 Log reports

Additional information
This section provides additional information about the log report.
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Log reports 1-3

NMS100

Explanation

The system generates log report NMS100 at the host when a message service
generates an address that is not valid. The system generates the log if the
network message service (NMS) subsystem is present. This log provides
information only.

Format
The format for log report NMS100 follows.
NMS100 mmmdd hh:mm:ss ssdd INFO INVALID ADDRESS FROM NMS
INVALID ADDR = <DN>
Example

An example of log report NMS100 follows.

NMS100 JUNQ9 08:12:57 1234 INFO INVALID ADDRESS FROM NMS
INVALID ADDR = 9999999999

Field descriptions
The following table explains the fields in the log report:

Field Value Description

INFO INVALID ADDRESS Constant This field indicates the address is not valid.

FROM NMS

INVALID ADDR Symbol text This field identifies the subscriber directory
number (DN). This field supports variable
length DN format up to 10 digits.

Action
This log requires no immediate action.

Related OM registers
This log relates to OM register NMSINVAD of OM group NMS.

Additional information
There is no additional information.
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1-4 Log reports

NMS101
Explanation
The system generates log NMS101 at the server node. The log appears when
there is a message wait indicator change request for a vacant subscriber
directory number (DN). The system generates this log if the network message
service (NMS) subsystem is present. This log provides information only.
Format
The format for log report NMS101 follows.
NMS101 mmmdd hh:mm:ss ssdd INFO VACANT NMS SUBSCRIBER DN
INVALID ADDR = <DN>
Example

An example of log report NMS101 follows.

NMS101 JUNO9 09:12:57 1235 INFO VACANT NMS SUBSCRIBER DN
INVALID ADDR = 8153692666

Field descriptions
The following table explains the fields in the log report:

Field Value Description

INFO VACANT NMS Constant This field identifies a message wait

SUBSCRIBER DN indicator change request for a vacant
subscriber DN.

INVALID ADDR Symbol text This field identifies the subscriber DN. This
field supports variable length DN format up
to 10 digits.

Action

This log requires no immediate action.

Related OM registers
This log relates to OM register NMSVACT of OM group NMS.

Additional information
There is no additional information.
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NMS102
Explanation
The system generates log NMS102 at the server node when there is no
notification to the subscriber directory number (DN) for a short term reason.
An example of a short term reason is that the line is temporarily out of service.
Format
The format for log report NMS102 follows.
NMS102 mmmdd hh:mm:ss ssdd INFO NOTIFICATION UNAVAILABLE
SUBSCRIBER DN = <DN>
Example

An example of log report NMS102 follows.

NMS102 AUGO05 12:12:12 1235 INFO NOTIFICATION UNAVAILABLE
SUBSCRIBER DN = 6135551111

Field descriptions
The following table explains the fields in the log report:

Field Value Description

INFO NOTIFICATION Constant This field indicates that a subscriber

UNAVAILABLE number is temporarily out of service.

SUBSCRIBER DN Symbol text This field identifies the subscriber directory
number. This field supports variable length
DN format up to 10 digits.

Action

This log detects problems causing a network message service sending
incorrect DNs. Refer to the DNINV table for correct datafill. The network
message services are:

* empty subscriber DNs
» global title translation not functioning correctly
* message service generating invalid DNs
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1-6 Log reports

NMS102 (end)

Related OM registers
There are no related OM registers.

Additional information
There is no additional information.
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NMS103

Explanation

The NMS103 log report appears at the server node when a transaction
capabilities application part (TCAP) response receives a component return
error.

Note: The system will not generate NMS103 after BCS36.

Format
The format for log report NMS103 follows.
NMS103 mmmdd hh:mm:ss ssdd INFO NOTIFICATION
UNAVAILABLE TO DESTINATION DN
SUBSCRIBER DN = nnnnnnnnnnn
Example

An example of log report NMS103 follows.

NMS103 AUGO05 12:12:12 1235 INFO NOTIFICATION UNAVAILABLE
TO DESTINATION DN
SUBSCRIBER DN = 6135551111

Field descriptions
The following table explains the fields in the log report:

Field Value Description

INFO NOTIFICATION Constant This field indicates the destination directory

UNAVAILABLE TO number (DN) of the subscriber.

DESTINATION DN

SUBSCRIBER DN Symbol text This field identifies the subscriber directory
number.
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Action

The log report detects problems resulting in a network message service that
sends incorrect DNs. See the DN table for correct entry. Services for network
messages are:

» vacant subscriber DNs
» global title translation not functioning properly
* message service that generates incorrect DNs

Related OM registers

This log corresponds to NMS group OM registers: NMSVACT and
NMSINVAD. Refer to OM registers for more information.

Additional information
There is no additional information.
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NMS104

Explanation

The NMS104 log generates when the transaction identifier (TRID) cannot
release by the identifier pool (IDPL) functionality after sending a transaction
capabilities application part (TCAP) message. This log generates when the
network message service (NMS)subsystem is part of the DMS-100 switch.
The IDPL functionality dynamically creates the TRID.

Format
The format for log report NMS104 follows.

NMS104 mmmdd hh:mm:ss ssdd INFO TRID_UNRELEASE_REPORT
TRANSACTION ID cannot release.

Example
An example of log report NMS104 follows.

NMS104 SEPO05 18:14:33 4827 INFO TRID UNRELEASE_REPORT
TRANACTION ID cannot release.

Field descriptions
The following table explains each of the fields in the log report:

Field Value Description
INFO Constant The report indicates the TRID cannot
TRID_UNRELEASE_REPORT release after sending a TCAP message.
TRANSACTION ID cannot
release.

Action

The NMS104 log does not require immediate action.

Related OM registers
The NMS104 log has no related OM registers.

Additional information
The NMS104 log does not require additional information.
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NO6100

Explanation
The Number 6 Signaling (NO6) link management process generates NO6100
when the NO6 mailbox a message that contains invalid data.

Format
The log report format for NO6100 is as follows:

NO6100 mmmdd hh:mm:ss ssdd INFO NO6 INVALID MESSAGE
hhhh hhhh hhhh hhhh hhhh hhhh hhhh hhhh hhhh hhhh hhhh hhhh
hhhh hhhh hhhh hhhh hhhh hhhh hhhh hhhh hhhh hhhh hhhh hhhh
N6SLMP: infotxt

Example

An example of log report NO6100 follows:

NOG6100 APR25 12:25:49 1984 INFO NO6 INVALID MESSAGE
0107 0608 0402 8080 80EE 8080 8080 8080 8080 8080 8080
8080
8080 8080 8080 8080 8080 8080 8080 8080 8080 8080 8080
8080
N6SLMP:HUNT UNEXPECTED HOH1

Field descriptions
The following table describes each field in the log report:

Field Value Description

INFO NOG6 INVALID Constant Indicates mailbox received message that

MESSAGE contains data that is not correct.

hhhh 0000-FFFF Provides data contained in message.

N6SLMP Character string Provides additional information from NOG6 link
management process.

Action
There is no action required.

Associated OM registers
There are no associated OM registers.
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NO6100 (end)

Additional information
There is no additional information.
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NO6101
Explanation
The number 6 signaling (NOG6) link management process generates NO6101
when the signaling terminal (ST) sends a signaling link failure message. The
signaling link is automatically configured and synchronized.
Format
The log report format for NO6101 is as follows:
NO6101 mmmdd hh:mm:ss ssdd FLT NO6 LINK FAILURE
LINKSET=linkid , TRANSMISSION LINK= tlinkid
LINK STATE= txt , FAILURE REASON-= reastxt
Example

An example of log report NO6101 follows:

NO6101 APRO1 12:00:00 2112 FLT NOG6 LINK FAILURE
LINKSET=LSBTOA1 0, TRANSMISSION LINK= R1LOOPA 20
LINK STATE= PRVD, FAILURE REASON= CONTINUOUS SU ERR

Field descriptions
The following table describes each field in the log report:

Action

Field Value Description

FLT NOG6 LINK Constant Signaling link failure message
FAILURE received from signaling terminal.
LINKSET Character string Provides LINKSET identification.

TRANSMISSION

LINK

LINK STATE

FAILURE
REASON

Character string

Character string

Character string

Provides transmission link
identification. Refer to customer data
table NO6LKSET.

Provides link state.

Provides failure reason.

Enter link set and monitor the synchronization progress of the signaling link.
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NO6101 (end)

Associated OM registers
There are no associated OM registers.
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NO6103
Explanation
The number 6 signaling (NOG6) link management process generates NO6103
when a signaling link failure lasts longer than 5 min. The signaling terminal
(ST) and modem are automatically diagnosed.
Format
The log report format for NO6103 is as follows:
*NO6103 mmmdd hh:mm:ss ssdd FLT NO6 LINK OVERALL SYNC
TIMEOUT 5 MI
LINKSET=linkid
Example

An example of log report NO6103 follows:

*NO6102 APRO1 12:00:00 2112 FLT NOG6 LINK OVERALL SYNC
TIMEOUT 5 Ml
LINKSET=LSBTOA1 0

Field descriptions
The following table describes each field in the log report:

Field Value Description

FLT NOG6 LINK Constant Indicates signaling link failure lasted

OVERALL SYNC longer than 5 min.

TIMEOUT 5 MI

LINKSET Character string Provides link set identification. Refer
to customer data table NO6LKSET.

Action

Enter the peripheral module (PM) level and observe the diagnostic results of
the ST to determine if any manual interruption is required.

Associated OM registers
There are no associated registers.
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NOG6104

Explanation

The number six signaling (NOG6) link management process generates this
report when a manually initiated action deactivates the signaling link. The
NOG signaling link management process also generates this report when the
system detects a hard failure.

Format
The log report format for NO6104 is as follows:
*NO6104 mmmdd hh:mm:ss ssdd INFO NO6 LINK DEACTIVATED
LINKSET=linkid REASON-= reastxt
Example

An example of log report NO6104 follows:

*NO6104 APRO1 12:00:00 2112 INFO NOG6 LINK DEACTIVATED
LINKSET=LSBTOA1 0 REASON= SYNC TIMEOUT

Field descriptions
The following table describes each field in the log report:

Field Value Description

INFO NOG6 LINK Constant Indicates signaling link deactivated.
DEACTIVATED

LINKSET Character string Provides link set identification. See

customer data table NOG6LKSET.

REASON Descriptive text Provides reason for deactivation.

Action

Enter the signaling terminal controller (STC) level and return the signaling
terminal (ST) to service if the deactivation reason is ST or MODEM failure.

Associated OM registers
There are no associated OM registers.
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NO6120
Explanation

The number 6 signaling (NOG6) subsystem generates NO6120 when the traffic

state on a link changes.
Format

The log report format for NO6120 is as follows:

NO6120 mmmdd hh:mm:ss ssdd INFO NO6 LINK TRAFFIC STATE
Link = linkid Traffic State = statxt

Example

An example of log report NO6120 follows:

NO6120 MAY31 14:21:21 2112 INFO NO6 LINK TRAFFIC STATE
Link = AAAPRM1CAN 0 Traffic State = In service

Field descriptions
The following table describes each field in the log report:

Field Value Description

INFO NOG6 LINK Constant Indicates a change of link traffic state.
TRAFFIC STATE

Link Symbolic text Identifies the affected NOG link. Refer to Table
NOG6LINKS in Toll Customer Data Schema ,
297-2201-451 for values.

Traffic State System Busy, Man Indicates the new traffic state of the link.
Busy, Seized, OffLine,
Remote Man Busy, Idle -
not in service, In
service, Standby
Ready, Emer Avail,
Unequipped

Action
There is no action required.

Associated OM registers
There are no associated OM registers.
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NO6120 (end)

Additional information
There is no additional information.
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NO6121
Explanation
The Number 6 Signaling (NO6) subsystem generates NO6121 when the
system aborts the manual changeover of the specified link.
Format
The log report format for NO6121 is as follows:
NO6121 mmmdd hh:mm:ss ssdd INFO NO6 LINK MANUAL
CHANGEOVER ABORTED
Link = linkid
Example

An example of log report NO6121 follows:

NO6121 MAY31 14:21:21 2112 INFO NO6 LINK MANUAL CHANGEOVER
ABORTED
Link = AAAPRM1CAN O

Field descriptions
The following table describes each field in the log report:

Field Value Description

INFO NOG6 LINK Constant Indicates the system aborted the manual

MANUAL changeover of the specified link.

CHANGEOVER

ABORTED

LINK Symbolic text Identifies the affected NOG6 link. Refer to table
NOGLINKS in customer data schema for
values.

Action

There is no action required.

Associated OM registers
There are no associated OM registers.

Additional information
There is no additional information.
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NOG6200

Explanation

The Number 6 Signaling (NO6) link management process generates log report
NO6200. This report appears when a blocking signal is not acknowledged in
the first 10 to 15 s period. The blocking signal is not acknowledged after an
additional minute of repeating the signal. It is not known if the far end has
received the blocking signals.

Format
The log report format for NO6200 is as follows:

NO6200 mmmdd hh:mm:ss ssdd INFO BLOCKING_ACK_TIMEOUT
CKT clli
ROUTESET: routeid BAND: nnn CKT: nn

Example
An example of log report NO6200 follows:

NO6200 APRO1 12:00:00 2112 INFO BLOCKING_ACK_TIMEOUT
CKT TRAFNO62W1 0
ROUTESET:PRM1BBBAUS  BAND: 25 CKT: 0

Field descriptions
The following table describes each field in the log report:

Field Value Description

INFO Constant Indicates the blocking signal was not

BLOCKING _ acknowledged.

ACK_TIME OUT

CKT Symbolic text Provides equipment identification for
suspect trunk. Referto customer data
table CLLI.

ROUTESET Symbolic text Provides route set identification.
Refer to customer data table
NO6RTSET.

BAND Integers Provides band number. Refer to

customer data table NO6BDXLA.

CKT 0-15 Provides circuit number.
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Action
Manually restore the trunk to a compatible state between the two ends.

Associated OM registers
There are no associated OM registers.
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NO6201
Explanation
The Number 6 Signaling (NO6) link management process generates log report
NOG6201. This report appears when an unblocking signal is not acknowledged
in the first 10 to 15 s period. The unblocking signal is not acknowledged after
an additional minute of repeating the signal. Itis not known if the far end has
received the unblocking signals.
Format
The log report format for NO6201 is as follows:
NO6201 mmmdd hh:mm:ss ssdd INFO
UNBLOCKING_ACK_TIMEOUT
CKT clli
ROUTESET: routeid BAND: nnn CKT: nn
Example

An example of log report NO6201 follows:

NO6201 APRO1 12:00:00 2112 INFO UNBLOCKING_ACK_TIMEOUT
CKT NO6741AB O
ROUTESET:PRM1AAACAN BAND:0 CKT:0

Field descriptions
The following table describes each field in the log report:

(Sheet 1 of 2)

Field Value Description

INFO Constant Indicates the blocking signal was not

UNBLOCKING _ acknowledged.

ACK_TIMEOUT

CKT Symbolic text Provides equipment identification for
suspect trunk. Referto customer data
table CLLI.

ROUTESET Symbolic text Provides route set identification.
Refer to customer data table
NO6RTSET.
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(Sheet 2 of 2)

Field Value Description

BAND Integers Provides band number. Refer to
customer data table NO6BDXLA.

CKT 0-15 Provides route number.

Action
Manually restore the trunk to a compatible state between the two ends.

Associated OM registers
There are no associated OM registers.
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NO6202

Explanation

The Number 6 Signaling (NO6) subsystem generates log report NO6202 when
a trunk blocks for longer than 5 min.

Format
The log report format for NO6202 is as follows:
NO6202 mmmdd hh:mm:ss ssdd INFO
TRUNK_IN_BLOCKED_STATE_OVER_FIVE_
MINS
ROUTESET: routeid BAND: bandid CKT: cktid
Example

An example of log report NO6202 follows:

NO6202 NOV22 08:24:59 2112 INFO
TRUNK_IN_BLOCKED_STATE_OVER_FIVE_
MINS
ROUTESET: RSO1TLK BAND: 6 CKT: 13

Field descriptions
The following table describes each field in the log report:

Field Value Description

INFO TRUNK_IN_ Constant Indicates a trunk blocks for more than 5 min.
BLOCKED_STATE_
OVER_FIVE_MINS

ROUTESET Symbolic text Identifies the affected NOG6 routeset by CLLI
identifier. Refer to Table NO6RTSET in
customer data schema for values.

BAND 0-127 Identifies the affected band.

CKT 0-15 Identifies the affected particular circuit in the
specified band.

Action
There is no action required.
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NO6202 (end)

Associated OM registers
There are no associated OM registers.

Additional information
There is no additional information.
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NO6303

Explanation

The Number 6 Signaling (NO6) link management process generates log report
NOG6303. This report appears when the system correctly receives the reset
band reply. The system corrects the trunk as part of initialization after a cold
restart. Log report NO6303 reflects any change in the trunk state. The trunks
marked CPB in the reset band reply are made RMB.

Format
The log report format for NO6303 is as follows:
NO6303 mmmdd hh:mm:ss ssdd INFO
STATE_CHANGED_BY_RESET_BAND
CKT clli
FROM STATE: txt TO STATE: txt
Example

There is no example.

Field descriptions
The following table describes each field in the log report:

Field Value Description

INFO STATE_ Constant Indicates the reset reply band changed the
CHANGED_BY_ trunk state.

RESET_BAND

CKT Symbolic text Provides equipment identification for suspect

trunk. Refer to customer data Table CLLI.

FROM STATE Character string Provides old state of trunk.
TO STATE Character string Provides new state of trunk.
Action

There is no action required.

Associated OM registers
There are no associated OM registers.
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NO6303 (end)

Additional information
There is no additional information.

297-8021-840 Standard 14.02 May 2001



Log reports 1-27

NODE300

Explanation
The integrated node maintenance (INM) generates log report NODE300 when
a trouble condition is present with the node. The INM supports node state
management for different node designs. Examples of node designs are the
application processor and the network interface unit (NIU). Report NODE300
indicates INM recovery actions when the node state is system busy.

The resource maintenance manager (RMM) reports faults to the INM when the
system executes the QueryPM faults command at the MAP.

Format
The log report format for NODE300 is as follows:

NODE300 mmmdd hh:mm:ss ssdd INFO TBL Warning
Location= <node>
Status= <trouble_status>
Trouble= <trouble code>
Action= <user_action>
Integrated Node Maintenance Detailed Information
Trouble Reason= <INM trouble condition reason>

Example
An example of log report NODE300 follows:

NODE300 FEB18 14:22:46 2511 INFO TBL Warning
Location=FP 1
Status= Alarm raised
Trouble= Data not synchronized
Action= Check datafill and correct if necessary
Integrated Node Maintenance Detailed Information
Trouble Reason= “Datafill Loadname does not match

Loadname in PM”
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Field descriptions
The following table describes each field in the log report:

Field Value Description
INFO TBL Warning Constant Indicates the trouble condition with the
node.
Alphanumeric Indicates the location of the peripheral

module (PM) to which the event applies.
trouble_code Cannot run test Identifies the reason for the problem.

user_action Run the test Indicates the action to take.
indicated below

INM trouble condition reason Scheduled PM Provides a reason for the trouble condition.
REX test not
executed
Action

Check the trouble field. Take action as indicated in the user action field.

Associated OM registers
There are no associated OM registers.
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NODE323

Explanation
The integrated node maintenance (INM) system generates NODE323 when a

REX request does not execute.

Format
The log report format for NODE323 is as follows:

* NODE323 mmmdd hh:mm:ss ssdd TBL REx Fault
Location: <location>
Status: <alarm_status>
Trouble: <trouble>
Action: <action>

REX did not run
Units: <units_not_RExed>

Reason: <reason>

Example
An example of log report NODE323 follows:

** NODE323 FEB02 11:12:14 0600 TBL REx Fault

Location: LIM1

Status: Alarm raised

Trouble: Scheduled test has not been executed
Action: Information for analysis, no immediate

action required
REX did not run
Units: 1
Reason: Failed
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Field descriptions
The following table describes each field in the log report:

Field Value Description

location Character string Indicates the location of the PM to which the
event applies.

alarm_status Alarm raised Indicates an alarmed log. An alarmed log
means that double stars at the beginning of
the format highlight the log report. An
alarmed log does not mean a MAP alarm is

present.

trouble Character string Indicates the problem of the REx not run.

action Character string Indicates the trouble log is for information
only.

units_not_RExed 0,1,0and 1 Indicates the units which did not run the
REX.

reason Character string Indicates the reason the REx does not run.

Action

Clear the reason that did not allow the REx to run. This reason can require a
manual maintenance action or a waiting period for a system operation to clear
a trouble condition. Refer NODE323 to the next level of support.

Associated OM registers
There are no associated OM registers.

Additional information
There is no additional information.
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NODE450
Explanation
The integrated node maintenance (INM) generates log report NODE450. This
report summarizes a series of event reports under one log header during a
routine exercise (REX) test. The NODE450 log is never in alarm mode. The
NODE450 log is an abbreviated summary of the routine series of operations
that compose an REX test.
The system reports all trouble events (faults) as separate logs to make them
more accessible to mechanized downstream analysis. High priority events are
logged as the events reach the central log system. Other events are logged
following the generation of NODE450. Events of the INITIATE class appear
only in NODE450, and never as separate logs.
Format
The log report formats for NODE450 are as follows:
Format 1
NODE450 mmmdd hh:mm:ss ssdd SUMM REX TEST SUMMARY
Location: entity name
Summary: REX Test Sequence Successful
Format 2
NODE450 mmmdd hh:mm:ss ssdd SUMM REX TEST SUMMARY
Location: entity name
Summary: REX Test Sequence Failed
TIME EVENT
hh:mm:ss detailed event type
hh:mm:ss detailed event type
Example

Examples of log report NODE450 follow:
Example 1

NODE450 OCT17 12:05:01 9200 SUMM REX TEST SUMMARY
Location: NIU 7
Summary: REX Test Sequence Successful

Example 2
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NODE450 OCT17 12:05:01 9200 SUMM REX TEST SUMMARY
Location: NIU 7
Summary: REX Test Sequence Failed

TIME EVENT
16:48:43 Initiate REX
16:50:13 Initiate CPU Test
16:51:06 REX Fault

Field descriptions
The following table describes each field in the log report:

Field Value Description

SUMM REX TEST Constant Indicates information about the success or
SUMMARY failure of an REX test.

Location Symbolic text Indicates the name of the hardware or software

component or service involved.

Summary REX Test Sequence Indicates if the REX test was successful or
Successful REX Test failed.
Sequence Failed
TIME Integers If REX test failed, indicates the time
(hh:mm:ss).
EVENT Symbolic text If REX test failed, indicates the event.
Action

The NODEA450 log report helps log analysis. The NODE450 log report brings
together related events in one report, in the correct time sequence. The action
required, if any, depends on the nature of the repeated events.

Associated OM registers
There are no associated OM registers.
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NODEA451

Explanation

Format

Example

The integrated node maintenance (INM) system generates log report
NODE451 when more information is available than will fitin log NODE450.
The NODE451 log report continues the summary started in NODE450. The
system will generate the necessary number of NODE451 logs to present a
complete event failure summary. Note that the system generates NODE451
logs only if the failure event sequence will not fit in one NODE450 failure
report.

The log report format for NODE451 is as follows:

NODE451 mmmdd hh:mm:ss ssdd SUMM REX TEST SUMMARY
(contd)

Location: entity name

Summary: REX Test Sequence Failed

TIME EVENT
hh:mm:ss detailed event type
hh:mm:ss detailed event type

An example of log report NODE451 follows:

NODE450 OCT17 12:05:01 9200 SUMM REX TEST SUMMARY (contd)
Location: NIU 7
Summary: REX Test Sequence Failed

TIME EVENT
16:48:43 Initiate REX
16:50:13 Initiate CPU Test
16:51:06 REX Fault

Field descriptions

(Sheet 1 of 2)

The following table describes each field in the log report:

Field Value Description

SUMM REX TEST Constant Indicates information about the completion or

SUMMARY failure of a REX test.

Location Symbolic text Indicates the name of the hardware or software
component or service involved.
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Field Value Description
Summary : REX Test Constant Indicates the REX test failed.
Sequence Failed
TIME Integers Indicates the time (hh:mm:ss).
EVENT Symbolic text Indicates the event.

Action

The NODE451 report helps log analysis. The NODE451 report brings
together related events in one report, in the correct time sequence. The action
required, if any, depends upon the nature of reported events.

Associated OM registers
There are no associated OM registers.
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NODES500
Explanation
The NODES00 log report for the DM S-Spectrum Peripheral Module (SPM)
generates when a CEM or SPM changes state, such asfrom inactive to active.
Format
The format for log report NODES0O follows:
NODE500 Feb07 10:22: 11 4700 | NFO Devi ce State Change
Locati on: <pm t ype><node nunber><circuit pack><circuit packno
From I NSV
To: | NTB
Locati on: SPM <spm nunber> Type: <DMSCP, | W SM34, DPT>
Fabric: <IP, ATM N A>
Example

An example of log report NODESQ0 follows:

** NODE500 FebO7 10:22:11 4700 | NFO Devi ce State Change
Locati on: SPM 01 DLC 01
From St at e

To: State
Location: SPM 14 Type: DWVSCP Fabric: N A

Field descriptions

The following table explains each of the fieldsin the log report:

Field Value Description

pm type SPM PM type

pm number 0to 85 PM number
Circuit Pack Type CEM Circuit pack types

Circuit Pack Number 0to 27 Circuit pack number

Note: The voice signal processor
(VSP) may not apply to all markets.
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NODES500 (continued)

Field Value Description
state Uneq Describes if the device is the active
device or inactive device
sysb
manb
offl
cbsy
istb
insv
class_type DMSCP Legacy SPM
Used when the node class is
datafilled as DMSCP in table
MNNODE.
Fabric is not applicable when type =
DMSCP.
SMG4 MG4000
Used when the node class is
datafilled as SMG4 in table
MNNODE.
Iw Interworking SPM
Used when the node class is
datafilled as IW and DPT_INFO is
datafilled as BRIDGE_ONLY in
table MNNODE.
DPT Dynamic Packet Trunk (DPT) SPM

Used when the node class is
datafilled as IW and DPT_INFO is
datafilled as DPT_ONLY in table
MNNODE.

Action

No action is required.

Associated OM registers
Not applicable
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NODES5O00 (end)

Additional information
Not applicable

Log history
CR Q00651407
Documentation for log NODES00 introduced.
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NODEG600

Explanation
The integrated node maintenance (INM) generates log report NODE600 when
a trouble condition with the node is present. The INM supports node state
management for different node designs. Examples of node designs are the
application processor and the network interface unit (NIU). The NODE600
log indicates INM recovery actions when the node state is system busy.

When a user executes the QueryPM faults command at the MAP, the resource
maintenance manager (RMM) reports faults to the INM.

Format
The log report format for NODEG0O is as follows:

NODEG600 mmmdd hh:mm:ss ssdd INFO TBL Warning
Location= <node>
Trouble= <trouble code>
Action= <user_action>
Integrated Node Maintenance Detailed Information
Trouble Reason= <INM trouble condition reason>

Example
An example of log report NODEG60O follows:

NODE600 FEB18 14:22:46 2511 INFO TBL Warning
Location=FP 1
Trouble= Cannot run test
Action= Run the test indicated below
Integrated Node Maintenance Detailed Information
Trouble Reason= “Scheduled PM REX test not executed”

Field descriptions
The following table describes each field in the log report:

(Sheet 1 of 2)

Field Value Description
INFO TBL Warning Constant Indicates the trouble condition related to the
node.
Alphanumeric Indicates the location of the peripheral
module (PM) to which the event applies.
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Field

Value Description

trouble_code Cannot run test Identifies the reason for the problem.

user_action Run the test

Indicates the action you must take.
indicated below

INM trouble condition reason Scheduled PM

REX test not
executed

Provides a reason for the trouble condition.

Action

Check the trouble field. Take action as indicated in the user action field.
Associated OM registers

There are no associated OM registers.
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NOP100

Explanation

The Network Operations Protocol (NOP) subsystem generates log report
NOP100 when an invalid argument (ARG) error is present. An ARG error
means the remote operation parameters are not formatted correctly. Remote
operation (RO) is the level of NOP that defines the actions between the DMS
and the Network Operations System (NOS).

Format
The log report format for NOP100 is as follows:

*NOP100 mmmdd hh:mm:ss ssdd INFO ARG errtxt

Example
An example of log report NOP100 follows:

*NOP100 JAN22 09:13:53 4566 INFO ARG 1 Wrong Userid
Password

Field descriptions
The following table describes each field in the log report:

(Sheet 1 of 2)

Field Value Description
INFO ARG Constant Indicates an invalid argument error.
errtxt Identifies one of the following reasons:
0 Default Reason.
1 Userid Password Wrong.
2 Parameter Missing.
3 Value Range Error.
4 Block Id Out of Range.
5 Null Block 1d Expected.
6 Wrong Parameter Count.
7 Type Range Error.
8 Null Range Error.
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NOP100 (continued)

(Sheet 2 of 2)

Field Value Description
9 File Spec Error.
10 Time Range Error.
11 Unknown Application Identifier.
12 PTDA Link Already Assigned.
13 PTDA Invalid Device Name.
14 PTDA Directory Problem.
15 ACD Poolid Password Wrong.
16 ACD Poolname Invalid.
17 ACD Subpool Invalid.
18 ACD Subpool Password Wrong.
19 ACD Octet String Invalid.
20 PADN Invalid Device.
21 PADN File Not Found.
22 PADN Wrong Processor.
23 ACD Invalid Pool Protocol.
24 FTRAN Invalid Device.
25 FTRAN No Append Possible.
26 FTRAN File Already Exists.
27 FTRAN Not Enough Free Store.
28 Unused.
29 FTRAN Invalid File Name.
30 FTRAN No File To Move.
31 FTRAN Invalid RECFM.
32 ACD Incomplete Range Processing.
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NOP100 (end)

Action
Save the NOP100 report and contact the next level of maintenance.

Associated OM registers
There are no associated OM registers.
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NOP101

Explanation

The Network Operations Protocol (NOP) subsystem generates this report
when an operation sequence (SEQ) error occurs. An SEQ error indicates that
remote operations (RO) are received in a not correct order.

The Network Operations Protocol (NOP) subsystem also generates this report
when an invalid argument (ARG) error occurs. The ARG error means the
remote operation parameters are not formatted correctly. Remote operation
(RO) is the level of NOP that defines the actions between the DMS switch and
the Network Operations System (NOS).

Format
The format for log report NOP101 follows:

*NOP101 mmmdd hh:mm:ss ssdd INFO SEQ errtxt

*NOP101 mmmdd hh:mm:ss ssdd INFO ARG errtxt

Example
An example of log report NOP101 follows:

*NOP101 JAN22 09:13:53 4566 INFO ARG 1 Wrong Userid
Password

Field descriptions
The following table explains each of the fields in the log report:

(Sheet 1 of 4)

Field Value Description

INFO SEQ Constant Indicates that there is an operations sequence
error

errtxt Identifies one of the following as the error

reason:

0 Default reason

1 Nos logon not completed
2 Duplicate logon

3 Logout without logon
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NOP101 (continued)

(Sheet 2 of 4)

Field Value Description
4 Data transfer started before
5 Requested data is being transferred
6 Data transfer not started
7 Nos list files in progress
8 PTDA map already invoked
9 PTDA scroll already invoked
10 PTDA scroll input not pending
11 Nos invalid state
12 Wrong ACD mis state
13 ACD pool associated before
14 PADN patch applied but not needed
15 PADN patch process in use
16 PADN no file send received
17 PADN no inform received
18 PADN file already exists
19 FTRAN invalid in this state
20 FTRAN transmit data again requested
INFO ARG Constant Indicates that there is an invalid argument
error
errtxt Identifies one of the following reasons:
0 Default Reason
1 Userid Password Wrong
2 Parameter Missing
3 Value Range Error
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NOP101 (continued)

(Sheet 3 of 4)

Field Value Description
4 Block Id Out of Range
5 Null Block Id Expected
6 Wrong Parameter Count
7 Type Range Error
8 Null Range Error
9 File Spec Error
10 Time Range Error
11 Not known Application Identifier
12 PTDA Link Already Assigned
13 PTDA Invalid Device Name
14 PTDA Directory Problem
15 ACD POOLID Password Wrong
16 ACD Poolname Invalid
17 ACD Subpool Invalid
18 ACD Subpool Password Wrong
19 ACD Octet String Invalid
20 PADN Invalid Device
21 PADN File Not Found
22 PADN Wrong Processor
23 ACD Invalid Pool Protocol
24 FTRAN Invalid Device
25 FTRAN No Append Possible
26 FTRAN File Already Exists
27 FTRAN Not Enough Free Store
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NOP101 (end)

(Sheet 4 of 4)
Field Value Description
28 Not used
29 FTRAN Invalid File Name
30 FTRAN No File To Move
31 FTRAN Invalid RECFM
32 ACD Not complete Range Processing
Action

Save this report and contact the next level of maintenance.

Associated OM registers
None
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NOP102

Explanation
The Network Operations Protocol (NOP) subsystem generates this report
when a resource (RES) problem occurs. A RES problem means there are not
enough resources available for NOP on the DMS switch.
The NOP maintenance and administration position (MAP) level is accessed
through the IOD MAP level and allows communication.

Format
The format for log report NOP102 follows:

*NOP102 mmmdd hh:mm:ss ssdd INFO RESn errtxt
Example

An example of log report NOP102 follows:

*NOP102 JAN22 09:13:53 4566 INFO RESO Default Reason

Field descriptions
The following table explains each of the fields in the log report:

Field Value Description
INFO RES 0-6 Identifies one of the following as the error
reason:
errtxt
0 Default reason
1 Traffic load
2 Maximum logon exceeded
3 Too many ROS outstanding
4 Too many files demanded
5 Application initialization failed
6 Application termination failed
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NOP102 (end)

Action
Save this report and contact the next level of maintenance.

Associated OM registers
None
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NOP103
Explanation
The Network Operations Protocol (NOP) subsystem generates this report
when a system (SYS) problem occurs. The SYS problem is a hardware,
software, or communication problem during data transmission.
Format
The format for log report NOP103 follows:
*NOP103 JAN22 mmmdd hh:mm:ss ssdd INFO SYS errtxt
Example

An example of log report NOP103 follows:

*NOP103 JAN22 09:13:53 4566 INFO SYS 11 TRANSIENT ERROR

Field descriptions
The following table describes each field in the log report:

(Sheet 1 of 2)

Field Value Description
INFO SYS Constant Indicates a system problem.
errtxt Identifies one of the following as the error
reason:
10 Default Reason
11 Transient Error
12 Internal Buffer Not Allocated
13 Ft Not initialized
14
15 File Not Accessible
16 File System Failure
17 Dirp Subsystem Not Available
18 Bad File Internal State
19 File Not in Primary Dir
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NOP103 (continued)

(Sheet 2 of 2)

Field Value Description

20 File Not in Secondary Dir
21 Bad Internal Subsystem Id
22 Bad Internal Dirphold Id
23 File Name Mismatch
24 Bad File External State
25 Active File Problem
26 Active File Vaporized
27 No Info For Active File
28 File Naming Failure
29 File In Wrong State
30 File Not Found
31 Active File Open Failure
32 Unprocessed File Open Failure
33 Processed File Open Failure
34 Exception File Open Failure
35 Primary Info Modified
36 Device Not Supported
37 Change State Not Supported
38 System Mailbox Failure
39 Exception File Access Failure
40 Too Many Bad Blocks
41 Ft Not Engineered

Action

Save this report and contact the next level of maintenance.

DMS-100 Family NA10O Log Report Reference Manual Volume 6 of 8 LET0015 and up




1-48 Log reports

NOP103 (end)

Associated OM registers
There are no associated OM registers
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NOP110

Explanation

Format

Example

The Network Operations Protocol (NOP) subsystem generates this report
when the passthru maintenance and administration position (MAP) application
entity (PTAE) finds a session with not compatible data. The NOP subsystem
generates this report when the session does not respond to a message within
two minutes.

The log indicates that a centralized MAP (CMAP) user experiences problems.

The format for log report NOP110 follows:

NOP 110 mmmdd hh:mm:ss ssdd INFO PTAE AUDIT
PTAE Session n in a bad state
No action taken

An example of log report NOP110 follows:

NOP 110 SEP26 15:11:34 INFO PTAE AUDIT
PTAE Session 2 in a bad state
NO action taken

Field descriptions

The following table describes each field in the log report:

Field Value Description

INFO PTAE AUDIT Constant Indicates the PTAE audit has occurred
PTAE Session 0-9 Indicates the involved session

in a bad state Constant Indicates the session was in a bad state
No action taken Constant Indicates that system action was not taken

Action

There is no action required. If the audit finds the same session in the same bad
state twice in a row, it will terminate the session. The audit generates a
NOP111 log report. If this log occurs more than one time a day, refer to the
next level of maintenance.
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NOP110 (end)

Associated OM registers
There are no associated OM registers
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NOP111

Explanation

The Network Operations Protocol (NOP) subsystem generates this report
when the passthru maintenance and application administration position (MAP)
application entity (PTAE) finds one of two faults for the second time in a row.

The fault is either a session with not compatible data or a session that will not
respond to a message. The session must respond to the message within two
minutes. In either event, the PTAE audit stops and attempts to clean up the
faulty session. This log can indicate if the system disconnects a centralized
MAP (CMAP) user.

Format
The format for log report NOP111 follows:

*NOP111 mmmdd hh:mm:ss ssdd INFO PTAE AUDIT
PTAE session n in a bad state
Session KILLED

Example
An example of log report NOP111 follows:

*NOP111 SEP26 15:11:34 INFO PTAE AUDIT
PTAE Session 2 in a bad state
Session KILLED

Field descriptions
The following table describes each field in the log report:

Field Value Description

INFO PTAE AUDIT Constant Indicates that a PTAE audit takes place

PTAE Session 0-9 Indicates the number of the session concerned

in a bad state Constant Indicates the session was in a bad state

Session KILLED Constant Indic_ates the PTAE audit stops the damaged
session
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NOP111 (end)

Action

There is no required action. The audit found the same session in the same bad
state twice in a row and stops the session. If the log occurs more than one time
a day, refer to the next level of maintenance.

Associated OM registers
There are no associated OM registers

Additional information
There is no additional information
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NOP112

Explanation

The Network Operations Protocol (NOP) subsystem generates this report
when the system creates a session on a DNC terminal. The system creates a
session on a DNC terminal when a centralized MAP (CMAP) user logs in and
can access the DMS MAP.

Format
The format for log report NOP112 follows:
NOP112 mmmdd hh:mm:ss ssdd INFO PTAE (CMAP)
PTAE session n, has been created
Example

An example of log report NOP112 follows:

NOP112 SEP26 15:11:34 INFO PTAE (CMAP)
PTAE Session 2, has been created

Field descriptions
The following table explains each of the fields in the log report:

Field Value Description
INFO PTAE (CMAP) Constant Indicates the creation of a CMAP session.
PTAE Session, has 0-9 Indicates the number of the session the
been created system creates.

Action

There is no action required.

Associated OM registers
There are no associated OM registers.

Additional information
There is no additional information.
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NPAC128

Explanation

Format

Example

The Robust Application and Session Layer (RASL) interface generates log
report NPAC128 to indicate that a system error involves a 6X91BA circuit

card.

An Bad RTS Msg Parms error causes the system to display the NPAC128 log.
This error occurs when the system performs Return To Service (RTS) on a
6X91BA circuit card. This error occurs when a message passed to the circuit
card is bad. An error reason of L2 Config. Error causes the system to display
this log. The system displays this log when the near-end 6X91BA circuit card
determines that a protocol is not compatible. Compatability is between
near-end and far-end 6X91BA circuit cards. The protocol can be Data
Terminal Equipment (DTE) or Data Communication Equipment (DCE). This
error implies that one end contains entries that are not correct.

The format for log report NPAC128 follows:

NPAC128 mmmdd hh:mm:ss ssdd TBL 6X91BA SYSTEM ERROR

Error Reason = txt

LINK =nn

Application = NX25SLP

Admin. Info. = CARD7_SLP
PC Reg.
DE Reg.
BC Reg.
HL Reg.
PSW Reg. = nn
AReg. = nn

o n g
-]
S

An example of log report NPAC128 follows:
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1.NPAC128 MAR31 12:11:00 2356 TBL 6X91BA SYSTEM ERROR
Error Reason = Software Trap

LINK =7
Application = NX25SLP
Admin. Info. = CARD7_SLP
PC Reg. = 021212
DE Reg. = 021212
BC Reg. = 021212
HL Reg. = 021212
PSW Reg. = 021212
AReg. = 021212

Field descriptions
The following table describes each field in the log report:

Field Value Description

INFO 6X91BA Constant Indicates that a system error involves a

SYSTEM ERROR 6X91BA circuit card

Error Reason Alphanumeric This field displays the error reason text.

Link 0-255 This field specifies the link number.

nbr Numeric This field provides the individual statistics.
Action

If the error text specifies Bad RTS Msg Parms, check that Table NX25 datafill
matches the configuration of the NT6X91BA card. Correct the entries if they
are wrong. Perform RTS again. If the second RTS fails, contact the field

support group.

The error reason text can specify L2 Config Error. If this event occurs enter
either the near-end or far-end NT6X91BA card as DCE in Table NX25. Enter
the other card as DTE. Take the card in error off-line. Correct the entries.

Associated OM registers
There are no associated OM registers
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NPAC210
Explanation
The Northern X.25 (NPAC) subsystem generates NPAC210 when the system
detects a minor incoming message overload (ICMO) condition on a link.
Format
The log report format for NPAC210 is as follows:
*NPAC210 mmmdd hh:mm:ss ssdd FLT Link: n Incoming Message
Overload
Example

An example of log report NPAC210 follows:

*NPAC210 MAR16 15:04:20 2112 FLT Link: O Incoming Message
Overload

Field descriptions
The following table describes each field in the log report:

Field Value Description
FLT Constant Indicates a defective link
Link Integer Identifies the link affected
Incoming Message Constant Indicates an ICMO condition is present
Overload
Action

If the ICMO condition continues, remove the specified X.25 unit from service.

Associated OM registers
There are no associated OM registers.

297-8021-840 Standard 14.02 May 2001



Log reports 1-57

NPAC211

Explanation

The Northern X.25 (NPAC) subsystem generates this report when a minor

incoming message overload (ICMO) condition no longer affects a link.
Format

The log report format for NPAC211 is as follows:

*NPAC211 mmmdd hh:mm:ss ssdd Fault Cleared link: n ICMO Cleared
Example

An example of log report NPAC211 follows:

*NPAC211 MARO06 15:04:20 2112 Fault Cleared link: 0 ICMO
Cleared

Field descriptions
The following table describes each of the fields in the log report:

Field Value Description

Fault Cleared Constant Indicates clearance of a fault.

link Integer Identifies the link affected.

ICMO Cleared Constant Indicates clearance of an ICMO condition.
Action

There is no action required.

Associated OM registers
There are no associated OM registers.

Additional information
There is no additional information.
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NPAC212
Explanation
The Northern X.25 (NPAC) subsystem generates NPAC212 when a major
incoming message overload (ICMO) condition is presenton alink. The ICMO
condition makes the link system busy (SysB).
Format
The log report format for NPAC212 is as follows:
*NPAC212 mmmdd hh:mm:ss ssdd SYSB Link: n;
Incoming Message Overload
Example

An example of log report NPAC212 follows:

*NPAC212 JUN15 11:08:12 9036 SYSB Link: O;
Incoming Message Overload

Field descriptions
The following table describes each field in the log report:

Field Value Description
SYSB Constant Indicates the link is system busy
Link Integer Identifies the link affected
Incoming Message Constant Indicates the reason the link is SysB
Overload

Action

Monitor activities on this link from the MAP terminal. Automatic return to

service of the link does not follow this log. Manual maintenance action must
occur.

Associated OM registers
There are no associated OM registers.
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NSS100

Explanation

Network Services Software (NSS) generates log report NSS100. This report
provides information when incoming NSS feature group D (FGD) calls fail
information digit or automatic number identification (ANI) screening.

Format
The log report format for NSS100 is as follows:

NSS100 mmmdd hh:mm:ss ssdd INFO DATA BASE TRBL
CKT CKTID
PROBLEM CODE = reason
DIGITS RECEIVED = hnnnnnnnnnnh
CALLID = callid

Example
An example of log report NSS100 follows:

NSS100 JANO1 15:49:59 8234 INFO DATA BASE TRBL
CKT FGDIC 2
PROBLEM CODE = ANI_NOT_FOUND_IN_ANIDATA
DIGITS RECEIVED = D5198204880F
CALLID = 426196

Field descriptions
The following table describes each field in the log report:

(Sheet 1 of 3)

Field Value Description
INFO DATA BASE TRBL Constant Indicates a problem in an NSS
FGD call
CKT Representative text Identifies the trunk circuit of the
calling party
PROBLEM CODE ANI_NOT_FOUND_IN Indicates the three- or 10-digit
ANIDATA automatic number identification

(ANI) was received. This ANI did
not have associated datafill in
Table ANIDATA. This trunk must
receive verify ANI. Make sure
entry in Table ANIDATA is
correct.
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NSS100 (continued)

(Sheet 2 of 3)

Field Value

Description

INFO_DIGIT_TRANSLATION_
ERROR

INTDD_TRANSLATION_
ERROR

INVALID_ANI_LENGTH

TEST_CALL_TRANSLATION_
ERROR

Indicates the two ANI information
digits were received. lItis
possible that these digits do not
appear for the pretranslator name
in field IDPRTRAN for Table
TRKGRP. The digits can appear
with a selector other than ID in
field PRERTSEL for Table
STDPRTCT. Verify datafill in
Table STDPRTCT for
pretranslator name. The
pretranslator name appears in
field IDPRTRAN in Table
TRKGRP for this trunk.

Indicates system detected
pretranslation of an INTDD. The
digit stream does not fit the INX
format for international dialing.
Verify data entry in Table
STDPRTCT for pretranslator
name. The pretranslator name
appears in field IDPRTAN in
Table TRKGRP for this trunk.

Indicates received ANI digits are
not three or ten digits in length.
This length value excludes KP,
ST, and information digits.
Check the ANI digit stream that
this trunk receives.

Indicates system detected
pretranslation of a TEST result.
The digit stream received does
not fit the 10X format or the
95XXXXX format. Verify datafill
in Table STDPRTCT for
pretranslator name. The
pretranslator name appears in
field IDPRTRAN in Table
TRKGRP for this trunk.
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(Sheet 3 of 3)

Field

Value Description
DIGITS RECEIVED

0-9,B,C,D,E,F Indicates that the system must
screen received digits. The digits
include KP and ST digits.
CALLID Integer

Identifies the call by a different
call identification number

Action

The description section of the preceding table indicates instructions to follow
for each problem code.

Associated OM registers

There are no associated OM registers.
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NSS101

Explanation

Format

Example

Network Services Software (NSS) generates log report NSS101. The NSS
generates NSS101 when an incoming NSS Feature Group D (FGD) call does
not receive automatic number identification (ANI) digits when field ANIDIGS
issetto Y. Field ANIDIGS appears in Table TRKGRP.

The log report format for NSS101 is as follows:

NSS101 mmmdd hh:mm:ss ssdd INFO DATA BASE TRBL
CKT  cktid
PROBLEM CODE = reason
DIGITS RECEIVED = hnnnnnnnnnnh
CALLID = callid

An example of log report NSS101 follows:

NSS101 JANO1 15:49:59 8234 INFO DATA BASE TRBL
CKT FGDIC 2
PROBLEM CODE = ANI_EXPECTED_NOT_RECEIVED
DIGITS RECEIVED = D5198204880F
CALLID = 426196

Field descriptions

The following table describes each field in the log report:

(Sheet 1 of 2)

Field Value Description

INFO DATA BASE Constant Indicates a problem in an NSS FGD call

TRBL

CKT Symbolic text Identifies the trunk circuit of the calling party

PROBLEM CODE ANI_EXPECTED_NOT_ Indicates that system received no ANI digits
RECEIVED and field ANIDIGS is set to Y for this trunk.

Field ANIDIGS appears in Table TRKGRP.
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(Sheet 2 of 2)

Field Value Description

DIGITS RECEIVED 0-9,B,C,D,E,F Indicates that received digits are for screening
purposes. These digits include KP and ST
digits.

CALLID Integers Identifies the call by a specified call
identification number

Action

Verify that the system must send ANI on this trunk. If the system must not
send ANIDIGS, set field ANIDIGS to N. If the system must send ANIDIGS,
take appropriate action to resume transmission of ANI digits.

Associated OM registers
There are no associated OM registers.
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NSS104

Explanation

Format

Example

The Network Services Software (NSS) subsystem generates log report
NSS104. The NSS generates on either the service switching point (SSP) or on
DBCP nodes. This action occurs when Table MSGRTE is not entered
correctly.

An entry with PUBLIC netname and called address must appear in Table
MSGRTE to send messages from the originating switch. This entry must be
present to tandem messages. This entry must appear in table MSGRTE with
Signaling System #7 (SS#7) or global title translation (GTT) selector. The
LOCAL selector in Table MSGRTE indicates message processing must occur
atthe local node. The NSS generates this log in two cases. The NSS generates
NSS104 when a tuple with PUBLIC netname and the called address does not
appear in Table MSGRTE. The NSS generates the report when a tuple with
PUBLIC netname and the called address appears in the table incorrectly. An
example of an incorrect entry is a tuple marked SS#7 selector or LOCAL when
the system must send the message out of the network.

The log report format for NSS104 is as follows:

NSS104 mmmdd hh:mm:ss ssdd INFO NSS XLA PROBLEM
APPLICATION = application
CALLED ADDRESS = nnnnnnnnnn
REASON = reason

An example of log report NSS104 follows:

NSS104 JANO1 15:43:45 1234 INFO NSS XLA PROBLEM
APPLICATION = NSS_TCN
CALLED ADDRESS = 6137224500
REASON = INVALID_MSGRTE
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NSS104 (end)

Field descriptions
The following table describes each field in the log report:

Field Value Description

INFO NSS XLA Constant Indicates Table MSGRTE not entered correctly

PROBLEM

APPLICATION Character string Identifies the application that contained the
problem

CALLED ADDRESS Integers Identifies the wrong entry in Table MSGRTE

REASON Text Indicates if the tuple is not present in the table
or contains an invalid route

Action
Check data entry for Table MSGRTE.

Associated OM registers
There are no associated OM registers.
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NSS107

Explanation

Format

Example

The Network Services Software (NSS) subsystem generates log report
NSS107 at the NSS service switching point (SSP). The NSS generates
NSS107 when the SSP receives areturn error response from the NSS database
control point (DBCP). The return error response indicates Table REPLDATA
does not contain the dialed digits.

The NSS replace-dialed digits (RDD) feature allows the system to route a call
to a number other than the number dialed. This feature replaces the originating
call dialed digits and network class of service (NCOS) with new digits and a
new NCOS. The feature uses the RDD database stored in Table REPLDATA
to replace the dialed digits.

The log report format for NSS107 is as follows:

NSS107 mmmdd hh:mm:ss ssdd INFO NSS REPLDIGS INFO
CALLED ADDRESS = nnnnnnnnnn
DIGITS = nnnnnnnnnn
REASON = DIALED_DIGITS_NOT_FOUND

An example of log report NSS107 follows:

NSS107 JANO1 15:50:49 8123 INFO NSS REPLDIGS INFO
CALLED ADDRESS = 6137225000
DIGITS = 38008881234
REASON = DIALED_DIGITS_NOT_FOUND
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NSS107 (end)

Field descriptions

The following table describes each field in the log report:

Field Value

Description

INFO NSS REPLDIGS INFO  Constant

CALLED ADDRESS Integers

DIGITS Integers

REASON=DIALED_DIGITS  Constant
_NOT_FOUND

Indicates this log contains NSS replacing
digits information

Specifies the DBCP node where the RDD
database resides. Table REPLDATA
contains this database. This TCAP
destination address appears in table
MSGRTE.

Displays the dialed digits used to index in
table REPLDATA

Indicates table REPLDATA does not
contain the dialed digits.

Action

Confirm that the dialed digits are not correct for a replace-dialed digits call.

Associated OM registers

There are no associated OM registers.
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NWM100

Explanation
The Network Management (NWM) subsystem generates log report NWM100.
The subsystem generates NWM100 when the directional reservation
equipment (DRE) is set to an on or off state for a specified trunk group. The
common language location identifier (CLLI) specifies the trunk group. The
DRE control applies to a two-way trunk group to give priority to traffic that
completes. The DRE reserves a number of idle trunks in the group for trunks
that complete. The DRE affects direct and alternate routed traffic.

Format
The log report format for NWM100 is as follows:

NWM100 mmmdd hh:mm:ss ssdd INFO dretxt clli
LEVEL=n cntltxt OFRD=nnn OVFL=nnn DEFLD=nnn
Example

An example of log report NWMZ100 follows:

NWM100 APRO1 12:00:00 2112 INFO DRE_ON PRSO02F
LEVEL=2 MANUAL OFRD=100 OVFL=7 DEFLD=2

Field descriptions

(Sheet 1 of 2)

The following table describes each field in the log report:

Field Value Description

INFO Constant Indicates activity through the NWM subsystem

dretxt DRE_OFF Indicates DRE set to off

DRE_ON Indicates DRE set to on

clli Symbolic text Identifies trunk group affected. Refer to Table
I. List CLLI from CI MAP level for office CLLI.

LEVEL 0-7 Provides number of idle trunks reserved for
each subgroup of two-way trunks

cntltxt AUTO Indicates dynamic overload control (DOC)

signal automatically applies control

MANUAL Indicates control applied manually at the MAP
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NWM100 (end)

(Sheet 2 of 2)

Field Value Description

OFRD 0-999 Provides peg count of number of calls offered to
trunk group since last OM dump to holding
register

OVFL 0-999 Provides peg count of number of calls that

overflow from trunk group

DEFLD 0-999 Provides peg count of number of calls that
NWM deflected from trunk group

Action

There is no action required. If the control activated automatically and is not
required, use the REMOVE command to deactivate the control.

Associated OM registers
There are no associated OM registers.
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NWM101

Explanation
The Network Management (NWM) subsystem generates the NWM101 report.
The subsystem generates NWM101 when the productional reservation
equipment (PRE) feature is set to an on or off state. The PRE feature applies
to a specified trunk group. The common language location identifier (CLLI)
specifies the trunk group. The PRE affects only alternate route traffic on
two-way trunk groups.

Format
The log report format for NWM101 is as follows:

NWM101 mmmdd hh:mm:ss ssdd INFO pretxt clli
LEVEL=n cntltxt OFRD=nnn OVFL=nnn DEFLD=nnn
Example

An example of log report NWM101 follows:

NWM101 APRO1 12:00:00 2112 INFO PRE_ON PRSO02F
LEVEL=2 MANUAL OFRD=122 OVFL=16 DEFLD=2

Field descriptions
The following table describes each field in the log report:

(Sheet 1 of 2)

Field Value Description
INFO Constant Indicates activity through the NWM
subsystem.
pretxt PRE_OFF Indicates PRE set to off.
PRE_ON Indicates PRE set to on.
clli Symbolic text Identifies trunk group affected. Refer to

customer data Table CLLI for correct
entries. List CLLI from Cl MAP level for
office CLLI.

LEVEL 0-7 Provides number of idle trunks reserved for
each group of two-way trunks.

cntltxt AUTO Indicates dynamic overload control (DOC)
signal automatically applied control.
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(Sheet 2 of 2)

Field Value Description

MANUAL Indicates manual application of control
through MAP.

OFRD 0-999 Provides peg count of number of calls
routed to trunk group since the last OM
dump to holding register.

OVFL 0-999 Provides peg count of number of calls that
overflow from trunk group.

DEFLD 0-999 Provides peg count of number of calls that
NWM deflected from trunk group.

Action

There is no action required. If automatic activation of the control is not
required, use the REMOVE command to deactivate this process. For
information on the REMOVE command, refer to the Network Management
System Reference Manual.
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NWM102

Explanation

Format

Example

The Network Management (NWM) subsystem generates log report NWM102
after the application or removal of a cancel-to (CANT) NWM control on a
trunk group. The CANT control limits traffic on one-way out-going and
two-way trunk groups. This control will cancel the specified percentage of
direct and alternate route traffic (including HTR and ETR calls) to the trunk
group, and it routes the call to the specified treatment.

A code is tagged Hard To Reach (HTR) when the probability of call
completion is extermely low. If the probability of the call completion is nearly
100%, a code is tagged Easy To Reach (ETR). The threshold percentage for
HTR traffic applies to a call whose destination code is tagged as HTR. The
threshold percentage for ETR traffic applies to a call that terminates on a ETR
code. Affected percentages of traffic, range from 0-100% in one percent
increments.

Software optionality control (SOC) OAM00012 controls the availability of
NWM102 HTR and ETR information. ETR_DR, ETR_AR, HTR_DR, and
HTR_AR information is only provided when the SOC state is set to ON.

The log report format for NWM102 is as follows:

NWM102 mmmdd hh:mm:ss ssdd INFO canttxt groupclli
ETR_DR=nnn% ETR_AR=nnn% HTR_DR=nnn%
HTR_AR=nnn% annm ctrlsc OFRD=nnn OVFL=nnn
DEFLD=nnn

An example of log report NWM102 follows:

NWM102 OCT10 08:05:35 7611 INFO CANT_ON PRSO2F
ETR_DR=0% ETR_AR=50% HTR_DR=31% HTR_AR=41% EA2
MANUAL OFRD=20 OVFL=0 DEFLD=0
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NWM102 (continued)

Field descriptions

The following table describes each field in the log report:

Field Value Description
INFO Constant Indicates activity through the NWM
subsystem.
canttxt CANT_OFF Indicates CANT control deactivated.
CANT_ON Indicates CANT control activated.
clli Symbolic text Identifies trunk group affected. Refer to
customer data Table CLLI for correct
entries. List CLLI from CI MAP level for
office clli.
ETR_DR 0-100 Provides percentage of Easy To Reach
direct-routed traffic that control cancels.
ETR_AR 0-100 Provides percentage of Easy To Reach
alternate-routed traffic that control cancels.
HTR_DR 0-100 Provides percentage of Hard To Reach
direct-routed traffic that control cancels..
HTR_AR 0-100 Provides percentage of Hard To Reach
alternate-routed traffic that control cancels..
annm EA1 Indicates emergency announcement one
receives traffic that control cancels.
EA2 Indicates emergency announcement two
receives traffic that control cancels.
NCA Indicates direction of traffic that control
cancels to No circuit announcement.
cntltxt AUTO Indicates the dynamic overload control
(DOC) signal automatically applied or
removed the CANT control.
MANUAL Indicates manual application or removal of
the CANT control at the MAP.
EADAS Indicates the EADAS/NM system applied or
removed the CANT control.
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NWM102 (end)

Field Value Description

OFRD 0-65535 Provides peg count of calls directed to trunk
group since the last TRK dump to holding
register.

OVFL 0-65535 Provides peg count of call overflow from

trunk group since the last TRK dump to
holding register.

DEFLD 0-65535 Provides peg count of calls that the CANT
control deflected from the trunk group. The
calls were deflected since the last TRK
dump to holding registers.

Action
There is no action required.

Associated OM registers
None.

Additional Information

The static log format has been discontinued and replaced by the dynamic
format for this log.

Release history
NAO17

The static log format has been done away with and dynamic log format is used
instead, (59028697).
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NWM103

Explanation

The Network Management (NWM) subsystem generates log report NWM103
after the application or removal of a cancel-from (CANF) NWM control on a
trunk group. The CANF control limits traffic on one-way out-going and
two-way trunk groups. This control will cancel the specified percentage of
direct and alternate route traffic (including HTR and ETR calls) from the trunk
group, and it routes the call to the specified treatment.

A code is tagged Hard To Reach (HTR) when the probability of call
completion is extermely low. If the probability of the call completion is nearly
100%, a code is tagged Easy To Reach (ETR). The threshold percentage for
HTR traffic applies to a call whose destination code is tagged as HTR. The
threshold percentage for ETR traffic applies to a call that terminates on a ETR
code. Affected percentages of traffic, range from 0-100% in one percent
increments.

Software optionality control (SOC) OAM00012 controls the availability of
NWM103 HTR and ETR information. ETR_DR, ETR_AR, HTR_DR, and
HTR_AR information is only provided when the SOC state is set to ON.

Format
The log report format for NWM103 is as follows:

NWM103 mmmdd hh:mm:ss ssdd INFO canftxt groupclli

ETR_DR=nnn% ETR_AR=nnn% HTR_DR=nnn%
HTR_AR=nnn% annm ctrlsc OFRD=nnn OVFL=nnn
DEFLD=nnn

Example
An example of log report NWM2103 follows:

NWM103 OCT10 08:05:35 7611 INFO CANF_ON PRSO2F
ETR_DR=0% ETR_AR=50% HTR_DR=31% HTR_AR=41% EA2
MANUAL OFRD=20 OVFL=0 DEFLD=0
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NWM103 (continued)

Field descriptions
The following table describes each field in the log report:

Field Value Description
INFO Constant Indicates activity through the NWM
subsystem.
canftxt CANF_OFF Indicates CANF control deactivated.
CANF_ON Indicates CANF control activated.
clli Symbolic text Identifies trunk group affected. Refer to

customer data Table CLLI for valid entries.
List CLLI from CI MAP level for office CLLI.

ETR_DR 0 through 100 Provides percentage of Easy To Reach
direct-routed traffic that control cancels.

ETR_AR 0 through 100 Provides percentage of Easy To Reach
alternate-routed traffic that control cancels.

HTR_DR 0-100 Provides percentage of direct-routed traffic
cancelled for Hard To Reach calls.

HTR_AR 0-100 Provides percentage of alternate-routed
traffic cancelled for Hard To Reach calls.

annm EA1 Indicates control cancels traffic that routes
to emergency announcement 1.

EA2 Indicates control cancels traffic that routes
to emergency announcement 2.

NCA Indicates control cancels traffic that does
not route to a circuit announcement.

cntltxt AUTO Indicates dynamic overload control (DOC)
signal automatically applied or removed the
CANF control.

MANUAL Indicates manual application or removal of
the CANF control at the MAP.

EADAS Indicates the EADAS/NM system applied or
removed the CANF control.

Note: U.S. only
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NWM103 (end)

Field Value Description

OFRD 0-65535 Provides peg count of number of calls
directed to trunk group since the last TRK
dump to holding register.

OVFL 0-65535 Provides peg count of overflow of calls from
trunk group since the last TRK dump to
holding register.

DEFLD 0-65535 Provides peg count of number of calls
deflected from the trunk group by CANF
control. Call deflection occurred since the
last TRK dump to holding registers.

Note: U.S. only

Action
There is no action required.

Associated OM registers
None.

Additional Information

The static log format has been discontinued and replaced by the dynamic
format for this log.

Release history
NAO17

The static log format has been done away with and dynamic log format is used
instead, (59028697).
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NWM104

Explanation

Format

Example

The Network Management (NWM) subsystem generates log report NWM104
after the application or removal of a SKIP NWM control on a trunk group. The
SKIP control affects traffic on one-way out-going and two-way trunk groups.
The system can deny access to any percentage of direct or alternate route traffic
(including Hard To Reach and Easy To Reach calls) to the trunk group. The
system redirects that traffic percentage to the next in-chain route that has been
datafilled.

A code is tagged Hard To Reach (HTR) when the probability of call
completion is extermely low. If the probability of the call completion is nearly
100%, a code is tagged Easy To Reach (ETR). The threshold percentage for
HTR traffic applies to a call whose destination code is tagged as HTR. The
threshold percentage for ETR traffic applies to a call that terminates on a ETR
code. Affected percentages of traffic, range from 0-100% in one percent
increments.

Software optionality control (SOC) OAM00012 controls the availability of
NWM104 HTR and ETR information. ETR_DR, ETR_AR, HTR_DR, and
HTR_AR information is only provided when the SOC state is set to ON.

The log report format for NWM104 is as follows:

NWM104 mmmdd hh:mm:ss ssdd INFO skiptxt groupclli
ETR_DR=nnn% ETR_AR=nnn% HTR_DR=nnn%
HTR_AR=nnn% annm ctrlsc OFRD=nnn OVFL=nnn
DEFLD=nnn

An example of log report NWM104 follows:

NWM104 OCT10 08:05:35 7611 INFO SKIP_ON ISUPT2
ETR_DR=23% ETR_AR=34% HTR_DR=45% HTR_AR=22% EA2
MANUAL OFRD=0 OVFL=0 DEFLD=0
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NWM104 (continued)

Field descriptions

The following table describes each field in the log report:

Field Value Description
INFO Constant Indicates activity through the NWM
subsystem.
skiptxt SKIP OFF Indicates SKIP control deactivated.
SKIP ON Indicates SKIP control activated.
clli Symbolic text Identifies trunk group affected. Refer to
customer data Table CLLI for correct
entries. List CLLI from CI MAP level for
office CLLI.
ETR_DR 0-100 Provides percentage of Easy To Reach
direct-routed traffic that control redirects.
ETR_AR 0-100 Provides percentage of Easy To Reach
alternate-routed traffic that control redirects.
HTR_DR 0-100 Provides percentage of Hard To Reach
direct-routed traffic that control redirects.
HTR_AR 0-100 Provides percentage of Hard To Reach
alternate-routed traffic that control redirects.
annm EA1 Indicates emergency announcement one
receives traffic that the control cancels.
EA2 Indicates emergency announcement two
receives traffic the control cancels.
NCA Indicates system redirects traffic that the
control cancels to no circuit announcement.
cntltxt AUTO Indicates dynamic overload control (DOC)
signal automatically applies or removes the
SKIP control.
MANUAL Indicates manual application or removal of
the SKIP control through MAP.
Note: U.S. only
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NWMZ104 (end)

Field Value Description

EADAS Indicates the EADAS/NM system applies or
removes the SKIP control.

OFRD 0-65535 Provides peg count of number of calls
directed to trunk group since the last TRK
dump to holding register.

OVFL 0-65535 Provides peg count of number of overflow
calls from trunk group the last TRK dump to
holding register.

DEFLD 0-65535 Provides peg count of calls SKIP control
deflected from trunk group last TRK dump to
holding registers.

Note: U.S. only

Action
There is no action required.

Associated OM registers
None.

Additional Information

The static log format has been discontinued and replaced by the dynamic log
format for this log.

Release history
NA017

The static log format has been done away with and dynamic log format is used
instead, (59028697).
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NWM105

Explanation

The Network Management (NWM) subsystem log report NWM105. The
subsystem generates NWM105 on activation or deactivation of the incoming
trunk busy (ITB) feature. This feature applies to the incoming trunk group that
the CLLI specifies. The ITB feature removes from service a specified
percentage (nnn%) of incoming trunks that have remote make busy (RMB)
capability.

Format
The log report format for NWM105 is as follows:

NWM2105 mmmdd hh:mm:ss ssdd INFO itbtxt clli
nnn% cntltxt

Example
An example of log report NWMZ105 follows:

NWM105 APRO1 12:00: 00 2112 INFO ITB_ON PRS02F
4% MANUAL

Field descriptions
The following table describes each field in the log report:

Field Value Description
INFO Constant Indicates activity through the NWM
subsystem
itbtxt ITB_OFF Indicates ITB feature deactivated
ITB_ON Indicates ITB feature activated
clli Symbolic text Identifies trunk group affected. List CLLI

from CI MAP level for office CLLI.

nnn% 0-100 Indicates percentage of incoming trunks in
group removed from service

cntltxt AUTO Indicates dynamic overload control (DOC)
signal automatally applied control
MANUAL Indicates control applied manually at the
MAP
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NWM105 (end)

Action
There is no action required.
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NWM106

Explanation

Format

Example

The Network Management (NWM) system generates log report NWM106.
The common language location identifier (CLLI) specifies a trunk group. The
subsystem generates NWM106 when the system activates or deactivates the
selective trunk reservation (STR) feature on the specified trunk group. The
CLLI specifies the trunk group. The system blocks a percentage of traffic

marked hard to reach (HTR) when the number of idle trunks falls to specified
levels.

The log report format for NWM106 is as follows:

<officeid> NWM106 <mmmdd> <hh:mm:ss> <ssdd> INFO <strtxt>
<clli> LEV1=<n> LEV2=<n> PCT=<nnn> <cntltxt>
OFRD=<nnn> OVFL=<nnn> DEFLD=<nnn>

An example of log report NWM106 follows:

ECOMEO10BT NWM106 APRO1 12:00:00 2112 INFO STR_ON PRSO02F

LEV1=3 LEV2=2 PCT=24 MANUAL OFRD=68
OVFL=8 DEFLD=1

Field descriptions

(Sheet 1 of 2)

The following table describes each field in the log report:

Field Value Description
INFO Constant Indicates activity through the NWM subsystem
strixt STR_OFF Indicates STR feature deactivated
STR_ON Indicates STR feature activated
CLLI Symbolic text Identifies trunk group affected. Lists CLLI from
the CI MAP (maintenance and administration
position) level for the office CLLI
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(Sheet 2 of 2)

Field Value Description

LEV1 0-63 Provides number of idle trunks for the Level 1
threshold. Above this number, the system
allows hard-to-reach traffic to pass through.
When the traffic reaches the threshold, the
system blocks a percentage of hard-to-reach
traffic.

LEV2 0-62 Provides number of idle trunks at which the
system blocks 100% percent of alternate route
traffic, 75% of HTR direct route traffic, and
percentage of normal direct route traffic.

PCT 0-100 Provides percentage of HTR traffic blocked
when number of idle trunks falls between levels
one and two (LEV1 and LEV2). Provides
percentage of normal direct route traffic
blocked when number of idle trunks reaches
level two.

cntltxt AUTO Indicates dynamic overload control (DOC)
signal automatically applies control.

MANUAL Indicates control applied manually at the MAP
OFRD 0-999 Provides peg count of number of calls directed
to trunk group since last OM dump to holding
register.
OVFL 0-999 Provides peg count of number of calls involved

in call overflow from trunk group.

DEFLD 0-999 Provides peg count of number of calls that
NWM deflected from trunk group.

Action

There is no action required. If the system activates the control automatically
and is not required, use the REMOVE command to deactivate the control.

Associated OM registers
There are no associated OM registers.
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2-12 New or changed log reports

NWM107

Explanation

Format

The Network Management (NWM) subsystem log report NWM107 after the
application or removal of a Flexible Reroute (FRR) control on a two-way or
outgoing trunk group at the Group Control (GRPCTRL) level of the MAP.
This control can cancel any percentage of direct or alternate route traffic
(including Hard To Reach and Easy To Reach calls) on the trunk group.

A code is tagged Hard To Reach (HTR) if the probability of call completion is
extremely low. If the probability of call completion is near 100%, a code is
tagged Easy To Reach (ETR). The threshold percentage for HTR traffic applies
to a call whose destination code is tagged as HTR. The threshold percentage
for ETR traffic applies to a call that terminates on a ETR code. Affected
percentages of traffic, range from 0-100% in one percent increments. The
Carrier Information Code (CIC) information is provided when the call is an
Equal Access call. The examples are shown in Format 1 and Format 2.

Software optionality control (SOC) OAM00012 controls the availability of
NWM107 HTR and ETR information. ETR_DR, ETR_AR, HTR_DR, and
HTR_AR information is provided only when the SOC state is set to ON. If the
SOC state is IDLE, only basic DR, AR, and HTR information is displayed.

The log report formats for NWM107 are as follows:

Format 1

NWM107 mmmdd hh: ssdd INFO FRR statxt cllitxt
ETR_DR=nnn% ETR_AR=nnn% HTR_DR=nnn% HTR_AR=nnn%
ctrltxt opttxt opttxt opttxt
VIA: viarte vial via2 via3 via4 viab viab via7
VIA: viaofc ofcrte ofrt ofr2 ofr3 ofr4
cntltype OFRD=count ATTEMPTS=count FAILURES=count

Format 2
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NWMZ107 (continued)

NWM107 mmmdd hh: ssdd INFO FRR statxt cllitxt
ETR_DR=nnn% ETR_AR=nnn% HTR_DR=nnn% HTR_AR=nnn%
ctrltxt opttxt opttxt opttxt
VIA: viarte vial via2 via3 via4 viab viab6 via7
VIA: viaofc ofcrte ofrt ofr2 ofr3 ofr4

CIC PREFIX DESTN_CODE
cictxt prefixtxt codetxt

cntltype OFRD=count ATTEMPTS=count FAILURES=count

Example
An example of log report NWM107 follows:

Format 1

NWM107 APR25 21:58:09 8200 INFO FRR_OFF IBNT2MF
ETR_DR=2% ETR_AR=3% HTR_DR=4% HTR_AR=5%
IRR HTR EA CICR

VIA=ISUPT2 ISUPITOG
VIAOFC=
MANUAL OFRD=0 ATTEMPTS=0 FAILURES=0

Format 2

NWM107 MAY25 17:33:23 3100 INFO FRR_ON ISUPT2
ETR_DR=10% ETR_AR=10% HTR_DR=10% HTR_AR=11%
IRR

VIA=IBNT2MF
VIAOFC=
CIC PREFIX DESTN_CODE
NC 4342342342
111 INC 453
NC 454
NC 452
INC 56
232 INC 4598
233 INC 433
INC 23
INC 33
111 NC 888
INC 99
INC 44
INC 34
MANUAL OFRD=0 ATTEMPTS=0 FAILURES=0
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2-14 New or changed log reports

NWM107 (continued)

Field descriptions
The following table describes each field in the log report:

Field Value Description
INFO Constant Indicates activity through the NWM
subsystem.
FRR statxt ON Indicates system applied Flexible Reroute
(FRR) to the specified trunk group.
OFF Indicates system did not apply FRR.
cllitxt ShortorLong CLLI  Specifies the trunk group on which the
name (from Table  system activates or deactivates a FRR
CLLIMTCE) control.
DR, ETR_DR 0-100 Specifies the percentage of direct-routed
traffic rerouted for Easy To Reach calls.
AR, ETR_AR 0-100 Specifies the percentage of alternate-routed
traffic rerouted for Easy To Reach calls.
HTR, HTR_DR 0-100 Specifies the percentage of direct-routed
traffic rerouted for Hard To Reach calls.
HTR, HTR_AR 0-100 Specifies the percentage of alternate-routed
traffic rerouted for Easy To Reach calls.
ctrltxt IRR Specifies that the Immediate Reroute (IRR)
option applies to the FRR control.
RRR Specifies that the Regular Reroute (RRR)
option applies to the FRR control.
TRR What's TRR?
opttxt HTR Specifies that the FRR control only affects
Hard-to-Reach (HTR) calls.
EA Specifies that the FRR control only affects
Equal Access (EA) calls.
NEA Specifies the the FRR control only affects
Non-Equal Access (NEA) calls.
CICR Specifies calls that have FRR controls.
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NWMZ107 (continued)

Field

Value Description

cntltype

VIA

CiC

PREFIX

DESTN_CODE

OFRD=count

ATTEMPTS=count 0-63535 Indicates the number of calls offered to the

FAILURES=count 0-63535 Indicates the number of rerouted calls that

AUTO Indicates the system applied or removed the
FRR control automatically. The application
and removal of the FRR control is based on
datafill in Table PREPLANS.

MANUAL Indicates the user applied or removed the
FRR control at the GRPCTRL level of the
MAP.

EADAS Indicates the EADAS/NM system applied or
removed the FRR control.

vial through via7 Specifies the VIA routes (trunk groups) to
which the system routes calls with the FRR
control.

Integer Specifies Carrier Identification Code.
Specifies the type of call:

NC NC - National call type

INC INC - International call type

Integer Destination Code on which call must
terminate.

0- 63535 Indicates the number of calls offered to a
trunk group with an FRR control. This field
reflects the register NATTMPT in the TRK
OM group.

VIA route list. This field reflects the register
FRRTGATT in the NWMFRRTG OM group.

failed to find an idle route in the VIA route
list. This field reflects the register FRRTGFL
in the NWM FFRTS OM group.

Action

No action is required.

Associated OM registers

None.
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2-16 New or changed log reports

NWMZ107 (end)

Additional Information
The static log format has been discontinued and replaced by the dynamic log
format for this log.

Release history
NAO17

The static log format has been done away with and dynamic log format is used
instead (59028697).
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NWM108
Explanation
The NWM subsystem log report NWM108. The subsystem generates
NWM108 after the application or removal of the NWM International trunk
override control on a trunk group. This log is for DMS300 when the
subsystem ITOSUB is present.
Format
The log report format for NWM108 is as follows:
BTI_MADL NWM108 MMDD HH:MM:SS NUMB INFO ITO_ON/OFF
CLLI
MANUAL IC_TOTAL= 0 OG_SucCC= 0
Example

An example of log report NWM108 follows:

BTI_MADL NWM108 DECO06 11:45:12 2600 INFO ITO_ON IC101DMS300
MANUAL IC_TOTAL= 0 OG_SucCC= 0

Field descriptions

The following table describes each field in the log report:

Field Value Description

INFO Constant Indicates activity in the NWM subsystem.

ITOtxt ITO_ON Indicates if application of ITO occurred.

ITO_OFF

CLLI Symbolic text Identifies affected trunk group. Refer to
customer data Table CLLI for correct
entries. List CLLI from CI MAP level for
office CLLI.

IC_TOTAL nnn Indicates number of incoming calls received
on the selected trunk.

OG_SuccC nnn Indicates the number of calls that originate

on the given trunk and indicates if the trunk
correctly transited.
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1-86 Log reports
NWM108 (end)

Action

Check if the ITO (International trunk override) turns on or off on a specified
trunk group. The state of the ITO affects NWM controls. The effect of the
ITO state on the NWM controls depends on where application or removal of
the ITO occurs.

Associated OM registers
Register TRK_INCATOT (incoming call attempts)

Register TRK_INOUT (tandem call attempts)
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NWM109

Explanation

The Network Management (NWM) subsystem log report NWM109. The
subsystem generates NWM109 after activation or deactivation of the
Bi-directional Trunk Group Reservation Controls. The activation or
deactivation of controls occurs on the trunk group that cllinm specifies.

Format
The log report format for NWM109 is as follows:

NWM109 mmmdd hh:mm:ss ssdd INFO BRC _txt cllinm  cntltxt
Pct_Inc=nn% Num_Inc=nn Pct_Og=nn% Num_Og=nnn
Num_Pr=nnnnn Tot_Trks=nnn

Example
An example of log report NWM109 follows:

NWM109 NOV22 17:33:43 2112 INFO BRC_ON JPNISUP1 MANUAL
PCT_Inc=40% Num_Inc=80 Pct_0g=30% Num_0Og=60 Num_Pr=10
Tot_Trks=210

Field descriptions
The following table describes each field in the log report:

(Sheet 1 of 2)

Field Value Description

mmdd JANO1 to DEC31 Indicates the month and day the subsystem
generated the report.

hh:mm:ss 00 to 23: Indicates the hour, minute and second at
which the subsystem generated the report.

00 to 59
00 to 59
ssdd 0000 to 9999 Indicates the sequence number
BRC_txt BRC_OFF Indicates BRC deactivated.
BRC_ON Indicates BRC activated.
cllinm Customer Data Identifies the trunk group affected.
Table CLLI
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(Sheet 2 of 2)

Field Value Description

Tot_Trks=nnnnn 0 to 10000 Indicates the total number of trunks in the
trunk group that cllinm identified.

Pct_Inc=nnn 0 to 100 Provides the percentage of trunks reserved
for incoming calls.

Num_Inc=nnnnn 0 to 10000 Provides the number of trunks reserved for
incoming calls.

Num_Og=nnnnn 0 to 10000 Provides the number of trunks reserved for
outgoing calls.

Num_Pr=nnnnn 0 to 10000 Provides the number of trunks reserved for
priority calls.

Pct_Og=nnn 0 to 100 Provides the percentage of trunks reserved
for outgoing calls.

cntltxt MANUAL Indicates manual application of the control
applied through MAP. The field can only
take this value for BRC.

Action

There is no action required.
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NWM110

Explanation

The Network Management (NWM) subsystem generates NWM110 when the

system applies or removes Time Assignment Speed Interpolation (TASI) from

a trunk group.
Format

The log report format for NWM110 is as follows:

NWM110 mmmdd hh:mm:ss ssdd INFO tasitxt clli
cntltxt OFRD=nnn OVFL=nnn DEFLD=nnn

Example

NWM110 APRO1 12:00:00 2112 INFO TASI_ON ITMF1
MANUAL OFRD=68 OVFL=8 DEFLD=1

Field descriptions

(Sheet 1 of 2)

The following table describes each field in the log report:

Field Value Description
tasitxt TASI_OFF Indicates the system added TASI to trunk
group.
TASI_ON Indicates the system removed TASI from
the trunk group.
clli Refer to Customer Identifies the trunk group affected. Refer to
Data Table CLLI Table I. List CLLI from CI MAP level for
for values. office clli.
cntltxt AUTO Indicates Dynamic Overload Control (DOC)
signal automatically applied control.
MANUAL
OFRD=nnn 0 to 999 Provides peg count of number of calls

offered to trunk group since OM dump to
holding register.
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NWMZ110 (end)

(Sheet 2 of 2)

Field Value Description
OVFL=nnn 0 to 999 Provides peg count of overflow of calls from
trunk group.
DEFLD=nnn 0 to 999 Provides peg count of number of calls NWM
deflected from trunk group.
Action

There is no action required.
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NWM111

Explanation

The Network Management (NWM) subsystem generates NWM111. The
subsystem generates NWM111 when the NWM Bearer Service Skip group
control is applied or removed from a trunk group.

Format
The log report format for NWM111 is as follows:

NWM111 INFO BSSKIP ON or OFF and trunk group name
Bearer Service not available and the Source of control
Some Trunk OM counts for the trunk group

Example
An example of log report NWM111 follows:

NWM111 JUN26 614:23:41 5882 INFO BSSKIP_ON DCMEISUP2
UNRESDIG DCME OFRD = 4 OVFL = 2 DEFLD = 1

Field descriptions
The following table describes each field in the log report:

(Sheet 1 of 2)

Field Value Description
bsskiptxt BSSKIP ON Indicates if the control has been applied or
removed.
BSSKIP OFF
trunk group name Variable Indicates the Common Language Location

Identifier (CLLI) for the trunk group.

Bearer Service not available Speech Indicates the reason the bearer service is
not available. NOTE: No SPEECH means
no UNRESDIG and no AU3K1HZ. No
AU3K1HZ means no UNRESDIG.

UNRESDIG
AU3K1HZ

AU7KHZ
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Field Value Description

Source DCME Indicates that the source is Digital Circuit
Multiplication Equipment (DCME).

OFRD nnn Indicates the number of attempts on this
trunk group (allowed to search for an idle
trunk).

OVFL nnn Indicates the number of times trunk has
been accessed but an idle trunk is not
available.

DEFLD nnn Indicates the number of calls deflected from
the trunk group. The NWM Directional
Reservation Equipment (DRE) and
Protection Reservation Equipment (PRE)
and DCME deflect the calls.

Action
There is no action required.

Associated OM registers

Some TRK OM counts related with the trunk group appear in this log. This
log does not associate with an OM.
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NWM200
Explanation
The Network Management (NWM) subsystem generates log report NWM200
when code blocking (CBK) controls are activated or deactivated.
Format
The log report format for NWM200 is as follows:
NWM200 mmmdd hh:mm:ss ssdd INFO cbktxt
codetxt dn nnn% annm SNPA=npx PEG=nnn ALLOW=nnn
Example

An example of log report NWM200 follows:

NWM200 APRO1 12:00:00 1900 INFO CBX_ON
AC 613621 100% NCA SNPA=613 PEG= 0 ALLOW=0

Field descriptions
The following table describes each field in the log report:

(Sheet 1 of 2)

Field Value Description
INFO Constant Indicates activity through the NWM
subsystem.
cbktxt CBK_OFF Indicates CBK controls deactivated.
CBK_ON Indicates CBK controls activated.
codetxt AC Indicates code control enabled for area

code directory number.

CC Indicates code control enabled for country
code directory number.

NAC Indicates code control enabled for non-area
code directory number.

PFX Indicates code control enabled for prefix
code directory number. These prefix digits
are digits used to access a network other
than the primary access carrier.
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Field Value Description

dn Integer Identifies digit code for which a request for
code block occurs. Up to 18 digits can be
specified.

nnn% 0-100 Indicates the percentage of traffic to block.

annm EAl Indicates blocked traffic directed to
emergency announcement 1.

EA2 Indicates blocked traffic directed to
emergency announcement 2.

NCA Indicates blocked traffic directed to no circuit
announcement.

SNPA 0-999 The serving number plan area/serving
translation scheme (SNPA/STS) code of
digit code is blocked. If the digit code
pegged controls all NPAs that the office
controls, the system prints ALL.

PEG 0-63535 Provides peg counts of blocked calls.

ALLOW 0-63535 Peg count of calls that the control passes.

Action

There is no action required.
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NWM201

Explanation

The Network Management (NWM) subsystem generates log report NWM201

when the preroute peg (PRP) count request is activated or deactivated at the

MAP.
Format

The log report format for NWM201 is as follows:

NWM201 mmmdd hh:mm:ss ssdd INFO prptxt
codetxt {dn} SNPA=nnn PEG=nnn

Example

An example of log report NWMZ201 follows:

NWM201 APRO1 12:00:00 2112 INFO PRP_ON
NAC 613621 SNPA=613 PEG=0

Field descriptions
The following table describes each field in the log report:

(Sheet 1 of 2)

Field Value Description
INFO Constant Indicates activity through the NWM
subsystem.
prptxt PRP_OFF Indicates deactivation PRP count request.
PRP_ON Indicates activation PRP count request.
codetxt AC Indicates PRP count enabled for area code

directory number (DN).

CcC Indicates PRP count enabled for country
code DN.

NAC Indicates PRP count enabled for non-area
code DN.

PFX Indicates PRP count enabled for prefix code

DN. These prefix digits are digits used to
access a network other than the primary
access carrier.
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Field Value

Description

dn Integer

SNPA 0-999

Identifies digit code for which a request for
preroute peg count occurs. Up to 18 digits
can be specified.

Serving numbering plan area/serving
translation scheme (SNPA/STS) code of
digit code pegged. If the digit code pegged
controls all NPAs that the office serves, the
system prints ALL. This field is valid only for
NAC and AC code types.

Action

There is no action required.
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New or changed log reports 2-17

NWM202
Explanation
The Network Management (NWM) subsystem generates log report NWM202
when the hard-to reach flag (HTRF) request is activated or deactivated at the
MAP or from the offline processor (EADAS or Netminder).
Format
The log report format for NWM202 is as follows:
NWM202 mmmdd hh:mm:ss ssdd INFO htrftxt
codetxt {dn} SNPA=nnn SOURCE=srctxt
Example

An example of log report NWM202 follows:
NWM202 JUNO3 02:23:10 1700 INFO HTRF_ON
AC 4731001 SNPA=613 SOURCE=MANUAL

Field descriptions
The following table describes each field in the log report:

Field Value Description
INFO Constant Indicates activity through the NWM
subsystem.
htrftxt HTRF_OFF Indicates deactivation HTRF request.
HTRF_ON Indicates activation HTRF request.
codetxt AC Indicates HTRF enabled for area code

directory number (DN).

CC Indicates HTRF enabled for country code
DN.

NAC Indicates HTRF enabled for non-area code
DN.

PFX Indicates HTRF enabled for prefix code DN.

These prefix digits are digits used to access
a network other than the primary access
carrier.
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NWM202 (end)

Field Value Description

dn Integer Identifies digit code for which a request
occurs for preroute peg count. Up to 18
digits can be specified.

SNPA 0-999 Serving-numbering plan area/serving
translation scheme (SNPA/STS) code of
digit code pegged. If the digit code pegged
controls all NPAs that the office serves, the
system prints ALL. This field is valid only for
NAC and AC code types.

srctxt MANUAL Indicates manual activation or deactivation
of the HTRF request at the MAP.

EADAS Indicates that the EADAS/NM system
applied or removed the HTRF request.

Action
No action is required.

Associated OM registers
This log is associated with the following OM registers:

» call attempts on Hard to Reach Codes (CAONHTRC)
» call completions on Hard to Reach Codes (CCONHTRC)

Additional information
There is no additional information.

Release history
NAO17

The static log format has been done away with and dynamic log format is used
instead, (59028697).
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NWM203
Explanation
The Network Management (NWM) subsystem generates this report when
code gap controls activate or deactivate.
Format
The log report format for NWM203 is as follows:
NWM203 mmmdd hh:mm:ss ssdd INFO CGAP {ON, OFF}
codetxt dn nnn% annnm SNPA=nnn PEG=nnn ALLOW=nnn
GAP=nnn
Example

An example of log report NWM203 follows:

NWM203 APRO1 12:00:00 1900 INFO CGAP_ON
CC 613621 100% EA1 SNPA=613 PEG= 0 ALLOW=0

Field descriptions
The following table describes each field in the log report:

(Sheet 1 of 2)

Field Value Description
CGAP ON, OFF
codetxt CcC Indicates the code block control enables for

country code directory number.

AC Indicates the code block control enables for
area code directory number.

NAC Indicates the code block control enables for
non-area code directory number.

PFX Indicates the code block control enables for
prefix code directory number. Prefix code
means digits are used to access a network
other than the primary access catrrier.

dn Integer Identifies digit code for which the preroute
peg count is requested. This field can
specify a maximum of 18 digits.

nnn% 0-100 Indicates percentage of gap controls.
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Field Value Description
annnm NCA (no circuit Indicates announcement to which system
announcement), routes blocked call.
EA1 (emergency
announcement 1)
EA2 (emergency
announcement 2)

SNPA 0-999 Serving numbering plan area/serving
translation scheme (SNPA/STS) code of
digit code blocked. Field ALL prints if the
pegged digit code controls all NPAs that an
office serves. This field is valid for NAC and
AC code types.

PEG 0-63535 Provides peg counts of calls. Peg counts
specify the digit code before the system
blocks the calls.

ALLOW 0-63535 Provides peg count of calls that pass. Calls
that pass are calls the system does not
block.

GAP 0.0-600.0 Indicates the gap internal in tenths of
seconds.

Action

There is no action required.
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NWM300

Explanation

The Network Management (NWM) subsystem generates NWN300 when a

reroute (RRTE) control is activated or deactivated. The system can route a

percentage of traffic from one trunk group to another in the routing chain.
Format

The log report format for NWM300 is as follows:

NWM300mmmdd hh:mm:ss ssdd INFO RRTE_ txt
RRTNO=nnn RRTSUB=nn nnn% cntltxt PEG=nnnn

Example

An example of log report NWM300 follows:

NWM300 APRO1 12:00:00 2112 INFO RRTE_OFF
RRTNO=3 RRTSUB=0 30% MANUAL PEG=0

Field descriptions
The following table describes each field in the log report:

(Sheet 1 of 2)

Field Value Description

INFO Constant Indicates activity through the NWM
subsystem.

RRTE_txt RRTE_OFF Indicates RRTE control deactivated.

RRTE_ON Indicates RRTE control activated.

RRTNO 0-255 Identifies activated or deactivated reroute
number.

RRTSUB 0-5 Provides reroute subindex for reroute
number.

nnn% 0-100 Provides percentage of traffic the system
rerouted.

cntltxt AUTO Indicates dynamic overload control (DOC)
signal applied automatic control.
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Field Value Description
MANUAL Indicates manual control applied through
the MAP.
PEG 0-9999 Provides peg count of rerouted calls.
Action

There is no action required.

Associated OM registers
There are no associated OM registers.

Additional information
There is no additional information.
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NWM400

Explanation

The Network Management (NWM) subsystem generates NWN400 when the

system executes an automatic control command (acttxt).
Format

The log report format for NWM400 is as follows:

NWM400 mmmdd hh:mm:ss ssdd INFO
ctinm acttxt restxt INDEX=nnn SOURCE=srcetxt

Example

An example of log report NWM400 follows:

NWM400 APRO1 12:00:00 2112 INFO
AOCR APPLY SUCCESS INDEX=1 SOURCE=MANUAL

Field descriptions
The following table describes each field in the log report:

(Sheet 1 of 2)

Field Value Description

INFO Constant Indicates activity through the NWM
subsystem.

ctinm AOCR Indicates automatic out-of-chain reroute

(AOCR) affected.

IDOC Indicates internal dynamic overload control
(IDOC) affected.

PPLN Indicates preplan number control (PPLN)
affected.
SDOC Indicates selective dynamic overload control

(SDOC) affected.

acttxt APPLY Indicates automatic control applied.
DISABLE Indicates automatic control disabled.
ENABLE Indicates automatic control enabled.
REMOVE Indicates automatic control removed.
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Field Value Description
restxt FAILURE Indicates failed action described in acttxt.
SUCCESS Indicates the success of the action
described in acttxt.

INDEX 0-63 Indicates a type of AOCR automatic control
based on the percentage overflow (when
ctinm=AOCR).

0-255 Indicates a type of PPLN automatic control
for incoming signals from other switches
(when ctinm=PPLN).

1-3 Indicates a type of IDOC automatic control
(when ctinm=IDOC).

SOURCE AUTO Indicates application of automatic control.

CCIS Indicates control applied for CCIS6 trunks of
CCISTNWM.

MANUAL Indicates manual control applied through
the MAP.

Action

There is no action required.
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NWM500
Explanation
The Network Management (NWM) subsystem generates NWM500. The
subsystem generates NWMS500 to indicate that a NWM IntCCtrl Code
Blocking command is applied or removed. This log helps to determine the
current state of the switch with the network.
Format
The log report format for NWM500 is as follows:
NWM500 mmmdd hh:mm:ss ssdd INFO CBK_txt
codenm direction userclass  country_code
national code nnn% annm PEG=nnn
NWM500 mmmdd hh:mm:ss ssdd INFO CBK_txt
codenm direction userclass country _code
national_code level annn
no_blocked_calls no_passed_calls
Example

An example of log report NWM500 follows:

NWM500 JANO1 10:00:00 1000 INFO CBK_ON
CCODE OUT suBs  '32' $
BLOCK= O PASS= 0 EAl

NWM500 JANO1 10:00:00 1000 INFO CBK_OFF
NATL IN SUBS ‘44’ ‘999 20 EA2

NWM500 JANO1 10:00:00 1000 INFO CBK_OFF
NATL OUT OPER '321''12345678' 100 NCA
BLOCK= 10 PASS= O

NWM500 APR10 10:22:34 5260 INFO CBK)ON
CC OUT OPER 497 $ HULL 100% EA1
BLOCK= 0 PASS= 0

NWM500 APR10 10:24:44 5299 INFO CBK_ON
NATL TRAN OPER 49 4 MCL 100.0S EAl
BLOCK= OPASS= O
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NWMS500 (continued)

Field descriptions

The following table describes each field in the log report:

(Sheet 1 of 2)

Field Value Description
INFO Constant Indicates activity through the NWM
subsystem.
CBK_txt CBK_OFF Indicates CBK control deactivated.
CBK_ON Indicates CBK controls activated.
codenm CC Indicates country code (CC) block.
NATL Indicates national code (NATL) block.
call direction IN Indicates the direction in which the calls the
system increased, proceed.
ouT
TRANS
ALL
call userclass SUBS Indicates the calling party type of calls the
system increased.
OPER
ALL
call country code nnn Indicates the country code digits of calls the
system increased. The national country
code appears if the control only applies to a
national number.
national code nnn Indicates the national code digits of calls the
systemincreased. A $ appeatrs if the control
is only applied to a country code.
PEG nnn Indicates the percentage of calls that the
system can block.
annm EAl Indicates blocked traffic directed to
emergency announcement 1.
EA2 Indicates blocked traffic directed to
emergency announcement 2.
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(Sheet 2 of 2)

Field Value Description

NCA Indicates blocked traffic not directed to a
circuit announcement.

BLOCK nnn Indicates the number of calls blocked.
PASS nnn Indicates the number of calls not blocked.
Action

There is no action required.

Associated OM registers
The register international code blocking (ICBK) is an associated OM register.
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NWM501

Explanation

Format

Example

The Network Management (NWM) subsystem generates NWM501 when an
international preroute peg (PRP) command is applied or removed. This log
report helps to determine the current state of the switch with the network.

The log report format for NWM501 is as follows:

NWM501 mmmdd hh:mm:ss ssdd INFO PRP_txt
codenm call direction userclass country_code national_code PEG=nnn

An example of log report NWM50L1 follows:

NWM501 JANO1 10:00:00 1000 INFO PRP_ON
CCODE OUT SUBS '32' $ PEG=0

NWM501 JANO1 100:00:00 1000 INFO PRP_OFF
NATL IN SUBS '44''999' PEG=5

NWM501 JANO1 10:00:00 1000 INFO PRP_OFF
NATL OUT OPER '321''12345678' PEG=5

Field descriptions

The following table describes each field in the log report:

(Sheet 1 of 2)
Field Value Description
INFO Constant Indicates activity through the NWM
subsystem.
PRP_txt PRP_OFF Indicates PRP count request deactivated.
PRP_ON Indicates PRP count request activated.
codenm CcC Indicates country code (CC) peg count
request.
NATL Indicates national code (NATL) peg count
request.
call direction IN Indicates the direction that calls are to
proceed. The system did not increase these
calls yet.
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Field Value Description
call direction ouT Indicates the direction that calls are to
proceed. The system did not increase these
calls yet.
TRANS
ALL
call userclass SUBS Indicates the calling party type of calls the

system counted.

OPER
ALL
country code nnn Indicates the country code digits of calls the
system counted. The national country code
digits appears if the control applies to a
national number.
national code nnn Indicates the national code digits of calls the
system counted. A $ appears if the control
applies to a country code.
PEG nnn Indicates the number of calls that matched

all the control standards.

Action
There is no action required.

Associated OM registers
The register international preroute peg (IPRP) is an associated register.
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NWM502
Explanation

The Network Management (NWM) subsystem generates NWM502 when an

international hard-to-reach peg (HTRP) command is applied or removed. This

log report helps to determine the current state of the switch in the network.
Format

The log report format for NWM502 is as follows:

NWM502 mmmdd hh:mm:ss ssdd INFO HTRP_ txt
codenm direction userclass cc ATTEMPT=n10OUTP=n2  ANS=n3

Example

An example of log report NWM502 follows:

NWM502 JANO1 10:00:00 1000 INFO HTRP_ON
CCODE OUT SUBS '32' $
ATTMP= O OUTP= 0 ANS=0
NWM502 JANO1 10:00:00 1000 INFO HTRP_OFF
NATLIN SUBS'44' '999'
ATTMP= 5 OUTP= 5 ANS= 5
NWM502 JANO1 10:00:00 1000 INFO HTRP_OFF
NATL OUT OPER '321''12345678'
ATTMP= 3 OUTP= 3 ANS= 3

Field descriptions
The following table describes each field in the log report:

(Sheet 1 of 2)

Field Value Description
INFO Constant Indicates activity through the NWM
subsystem.
HTRP_txt HTRP_OFF Indicates if the subsystem generates this log
when the control is applied or removed.
HTRP_ON
codenm CCODE Indicates the specified discrimination level
at which the code flags, CCODE or NATL.
NATL
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Field Value Description
call direction IN Indicates which direction the calls that are
not flagged proceed.
ouT
TRANS
ALL
call userclass SUBS Indicates the calling party type of calls the
system did not flag.
OPER
ALL
country code nnn Indicates the country code digits of calls the
system increases. The national country
code appears if the control only applies to
national number.
national code nnn Indicates the national code digits of calls the
system counted. A $ appears if the system
applied the control to country code.
ATTMP nnn Indicates the number of call attempts that
match the control criteria.
OUTP nnn Indicates the number of calls outpulsed that
match the control criteria.
ANS nnn Indicates the number of calls answered that
match the control criteria.

Action
There is no action required.

Associated OM registers

The register international hard to reach peg (IHTRF) is an associated OM
register.
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NWM503
Explanation
The Network Management (NWM) subsystem generates NWM503. The
subsystem generates NWM503 to indicate that a NWM IntCCtrl Hard to
Reach Flag command is applied or removed. This log report helps to
determine the current state of the switch in the network.
Format
The log report format for NWM503 is as follows:
NWM503mmmdd hh:mm:ss ssdd: INFO HTRF_txt
codenm direction userclass country code national_code nnn
Example

An example of log report NWM503 follows:

NWM503 JANO1 10:00:00 1000 INFO HTRF_ON
CCODE OUT SUBS '32' $

NWM503 JANO1 10:00:00 1000 INFO HTRF_OFF
NATL IN SUBS '44''999'

NWM503 JANO1 10:00:00 1000 INFO HTRF_OFF
NATL OUT OPER '321' '12345678'

Field descriptions

(Sheet 1 of 2)

The following table describes each field in the log report:

Field Value Description
INFO Constant Indicates the activity through the NWM
subsystem.
HTRP txt HTRP_ON Indicates if the system generated this log
when the control is applied or removed.
HTRP_OFF
codenm CCODE Indicates the specified discrimination level
at which the code flags, CCODE, or NATL
NATL
call direction IN Indicates the direction in which calls the

system flagged proceed.
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Field Value Description
ouT
TRANS
ALL
call userclass SUBS Indicates the calling party type of calls the

system did not flag.

OPER
ALL
call country code nnn Indicates the country code digits of calls the
system did not flag. The national country
code appears if the control only applies to
national number.
national code nnn Indicates the national code digits of calls the

system did not flag. A $ appears if the
control is applied only to country code.

Action
There is no action required.

Associated OM registers
There are no associated OM registers.
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OAIN200

Explanation
The Operator Advanced Intelligent Network (OAIN) subsystem generates this
log when an attempt is made to find the disposition for an Operator Services
Systems Advanced Intelligent Network (OSSAIN) call, and there is no entry
for the current function name in table OAFNDISP. The craftsperson should
datafill the function in table OAFNDISP.

Format
The format for log report OAIN200 follows:

OAIN200 JAN24 07:46:17 8701 INFO BAD OAFNDISP DATAFILL
DATAFILL TABLE OAFNDISP WITH <function name>
Example

In the following example, a disposition was requested for a call that was
attempting to connect to the BRANDING function. No entry was found in
table OAFNDISP for that function.

OAIN200 JAN24 07:46:17 8701 INFO BAD OAFNDISP DATAFILL
DATAFILL TABLE OAFNDISP WITH BRANDING

Field descriptions
The following table explains each of the fields in the log report:

Field Value Description

DATAFILL TABLE OAFNDISP Defined in Table Description of corrective action for this log
WITH: <function name> OAFUNDEF

(FUNCNAME) Function name

Action

The craftsperson should datafill table OAFNDISP with the function name
indicated in the log.

Associated OM registers
None
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OAIN201

Explanation

Format

Example

The Operator Advanced Intelligent Network (OAIN) subsystem generates this
log when a service node requests a connection to a logical voice channel that
is not datafilled in table OAVLMAP. The failure will be reported to the service
node at which time the node may choose to select another logical voice
channel for the voice connection.

The format for log report OAIN201 follows:

OAIN201 JAN24 07:46:17 8701 INFO BAD OAVLMAP DATAFILL
DATAFILL TABLE OAVLMAP WITH <node name> <logical channel number>

In the following log report, service node NODE_1 requested a voice
connection to logical voice channel 10, and the datafill for that logical channel
was not found in table OAVLMAP.

OAIN201 JAN24 07:46:17 8701 INFO BAD OAVLMAP DATAFILL
DATAFILL TABLE OAVLMAP WITH
SN: NODE_1
LOGCH: 10

Field descriptions

The following table explains each of the fields in the log report:

Field Value Description
DATAFILL TABLE OAVLMAP N/A Description of corrective action for this log
WITH
SN: N/A Description of corrective action for this log
LOGCH: N/A Description of corrective action for this log
<node name> Defined in Table Node name

OANODINV

(NODENAME)
<logical channel number> 0to 8191 Logical voice channel number
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Action

The craftsperson should datafill table OAVLMAP with the node name and
logical channel number indicated in the log.

Associated OM registers
None
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OAIN202

Explanation

The Operator Advanced Intelligent Network (OAIN) subsystem generates this
log when an attempt is made to transfer to a Traffic Operator Position System
(TOPS) operator for an Operator Services Systems Advanced Intelligent
Network (OSSAIN) call and the position selected is a TOPS IV or TOPS MP.
The craftsperson should correct the service profile datafilled against the chosen
position (for example, TOPS IV and TOPS MP positions should not have
service profiles which include OSSAIN calls).

Format
The format for log report OAIN202 follows:
OAIN202 JAN24 07:46:17 8701 INFO Bad OACTLDEF Datafill
POSITION: <position number>
DATAFILL TABLE TOPSPOS WITH DIFFERENT SERVICE PROFILE
Example

In the following example, a transfer to operator (via control list) was requested.
The operator position chosen was a TOPS IV or MP.

OAIN202 JAN24 07:46:17 8701 INFO Bad Service Profile
POSITION: 565
DATAFILL TABLE TOPSPOS WITH DIFFERENT SERVICE PROFILE.

Field descriptions
The following table explains each of the fields in the log report:

Field Value Description

POSITION: <position number> Defined in Table TOPS Position Number

TOPSPOS
(POSNO)
DATAFILL TABLE TOPSPOS N/A Description of corrective action for this log
WITH DIFFERENT SERVICE
PROFILE
Action

The craftsperson should change the datafill for the position number (table
TOPSPOS) specified in the log table. A different service profile which does
not include any OSSAIN service should be chosen from table TQSVPROF.
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OAIN202 (end)

Associated OM registers
None
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OAINZ203

Explanation

The Operator Advanced Intelligent Network (OAIN) subsystem generates this
log when an attempt is made to transfer to a control list for an Operator
Services Systems Advanced Intelligent Network (OSSAIN) call, and there is
no entry for the requested control list in table OACTLDEF. The craftsperson
should datafill the function in table OACTLDEF.

Format
The format for log report OAIN203 follows:

OAIN203 JAN24 07:46:17 8701 INFO Bad OACTLDEF Datafill
DATAFILL TABLE OACTLDEF WITH INDEX <control list
index>

Example

In the following example, a transfer to control list was requested for control list
CTLLIST3 (index 7). No entry was found in table OACTLDEF for that
function.

OAIN203 JAN24 07:46:17 8701 INFO Bad OACTLDEF Datafill
DATAFILL TABLE OACTLDEF WITH INDEX 7

Field descriptions
The following table explains each of the fields in the log report:

Field Value Description

DATAFILL TABLE OACTLDEF Tablesare givenin  Description of corrective action for this log
WITH: <control list index> description

Control List Index. Specified in field
CTRLLIST of Table OACNNPREF,
OADSCPRF, OATLKPRF, OACAUPREF, or
OADTFPRF and is not datafilled in Table
OACTLDEF

Action

The craftsperson should datafill table OACTLDEF with the control list index
indicated in the log.
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Associated OM registers
This log is associated with OM group OAPCALP3, register XFRCTRE.
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OAIN204

Explanation

Format

Example

The Operator Advanced Intelligent Network (OAIN) subsystem generates this
log when an attempt is made to select a Trigger profile with no corresponding
entry in Table OATPRFIX. The Trigger profile index sent by a node needs to

be coordinated with the Trigger profile data in the DMS switch.

The format for log report OAIN204 follows:

OAIN204 FEB28 07:46:17 8701 INFO OATPRFIX NONEXISTENT TRIG IDX
CALLID: <callid>
PROFIDX: <Profile number>

CT4Q: <ct4q name>

In the following example, the OSSAIN Service Node or operator has sent the
DMS switch a message to select a profile not datafilled in Table OATPRFIX.

Any attempts to select a profile not known to the DMS results in the generation
of this log.

OAIN204 FEB28 07:46:17 8701 INFO OATPRFIX NONEXISTENT TRIG IDX
CALLID: 0302 0011
PROFIDX: 15

CT4Q: 1_PLUS

Field descriptions

The following table explains each of the fields in the log report:

Field

Value Description

CALLID: <callid>

FFFF
PROFIDX: <Profile Number> 0 - 2047 Indicates which Profile Index is to be applied
to the call
CT4Q: <ct4dq name> CT4Q name from Indicates the initial CT4Q applied to the call.

00000000to FFFF  DMS Call Identifier

table CTAQNAMS  The name is defined in table CTAQNAMS.

DM
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Action

The assigned trigger profile index is not present in table OATPRFIX. Table
OATPRFIX and the corresponding trigger profile tables (OACNNPRF,
OATLKPRF, OADSCPRF and OADTFPRF) must be have datafill to use this
trigger index. The use of any Trigger profile index and its associated datafill
must be coordinated with the service node. A trigger profile index is assigned
to a call by one of three methods:

» Table CTAQNAMS
» The Service Node can set the trigger profile index through the OAP.
» The operator terminal can update the trigger profile index through the OPP.

Associated OM registers
None
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OAIN205

Explanation

The Operator Advanced Intelligent Network (OAIN) subsystem generates this
log when an attempt is made to select a CT4Q assigned to receive Operator
Services Systems Advanced Intelligent Network (OSSAIN) processing with
no corresponding entry in Table OAINCTLA.

Format
The format for log report OAIN205 follows:

OAIN205 FEB28 07:46:17 8701 INFO NO OSSAIN CONTROL LIST
CT4Q: <CT4Q name>

Example

In the following example, a CT4Q was datafilled to receive OSSAIN
processing in table CT4QNAMS, with no corresponding entry datafilled in
table OAINCTLA. A call assigned this CT4Q cannot receive OSSAIN
processing since a Control List has not be assigned in table OAINCTLA.

OAIN205 FEB28 07:46:17 8701 INFO NO OSSAIN CONTROL LIST
CT4Q: NEW_SERVICE1

Field descriptions
The following table explains each of the fields in the log report:

Field Value Description
CT4Q: <CT4Q Name> 0 - 2047 Indicates which Profile Index is to be applied
to the call
Action

Determine whether this CT4Q should be datafilled as an OSSAIN CT4Q in
table CT4AQNAMS. If so, datafill Table OAINCTLA with the appropriate
control list name from table OACTLDEF.

Associated OM registers
None
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OAIN206

Explanation

The Operator Advanced Intelligent Network (OAIN) subsystem generates this
log when a preopr, post-auto, recall, or assist refinement of a Traffic Operator
Position System (TOPS) CT4Q results in an Operator Services Systems
Advanced Intelligent Network (OSSAIN) CT4Q.

A CTQ is specified in table CT4AQNAMS, field SYSTEM_SEL, as either
TOPSOPR or OSSAIN.

The initial OSSAIN release refinement tables are CT4AQPFXT, CT4QREST,
CT4QLANG, CT4QCLAS, CT4QAUTO, CT4QCAR, CT4QCLD,
CT4QORIG, and CT4QTIME.

Specification of the refinement type(s) (postauto, recall, assist, and preopr) is
given in tables TQORDERA and TQOIRDERB.

Format
The format for log report OAIN206 follows:

OAIN206 JAN24 07:46:17 8701 INFO Invalid CT4Q Refinement
OLD_CT4Q: <ct4qg> NEW_CT4Q: <ct4g>
REFINEMENT: <refinement type>

Example

In the following example, a CT4Q defined as TOPS was refined (in a post-auto
scenario) to a CT4Q defined as OSSAIN.

OAIN206 JAN24 07:46:17 8701 INFO Invalid CT4Q Refinement
OLD_CT4Q: 0_MINUS TOPS NEW_CT4Q: 0 _MINUS OSSAIN
REFINEMENT: POST-AUTO

Field descriptions
The following table explains each of the fields in the log report:

(Sheet 1 of 2)

Field Value Description
OLD_CT4Q: <ct4g> Refer to list of Call Type for Queueing
refinement tables
given above.
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(Sheet 2 of 2)

Field Value Description
NEW_CT4Q: N/A Tag for next field
REFINEMENT: <refinement Refinement type QMS refinement
type> specified in Tables
TQRDERA and
TQORDERB
Action

The craftsperson should check the refinement tables to find the erroneous
refinement.

Associated OM registers
None
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OAIN207

Explanation
The Operator Advanced Intelligent Network (OAIN) subsystem generates this
log when an attempt is made to select a Call Type for Queuing (CT4Q)
assignment that is assigned to receive Operator Services System Advanced
Intelligent Network (OSSAIN) preprocessing with no corresponding entry in
Table OAINPRE.

Format
The format for log report OAIN207 follows:

OAIN207 mmmdd hh:mm:ss ssdd INFO NO OAINPRE FUNCTION
CT4Q: <CT4Q name>
Example

An example of log report OAIN207 follows:

For this example a CT4Q assignment was datafilled to receive OSSAIN
preprocessing in Table CT4QNAMS (value of Y in field OAINPRE). No
corresponding entry was datafilled in Table OAINPRE (value of CT4Q name
in field CT4Q). A call assigned to this CT4Q assignment cannot receive
OSSAIN preprocessing since a function has not been assigned in Table
OAINPRE.

OAIN207 FEB28 07:46:17 8701 INFO NO OAINPRE FUNCTION
CT4Q: NEW_SERVICE1

Field descriptions
The following table explains each of the fields in the log report:

Field Value Description

CT4Q <CT4Q Name>: (alphanumeric) Mandatory. This field specifies the QMS
Range of QMS CT4Q name in Table CTAQNAMS that is
CT4Q names assigned to the call.
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Action
Operating company personnel should check the following OSSAIN datafill for
the specified CT4Q number:

* \Verify that the CT4Q assignment is datafilled to receive OSSAIN
preprocessing (value of Y in field OAINPRE).

» If the CT4Q assignment receives OSSAIN preprocessing, datafill the
corresponding CT4Q name (field CT4Q), network service identifier (field
NETWRKID), and function name (field OAFUNCNM) in Table
OAINPRE.

Associated OM registers
None
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OAIN208
Explanation
This log is generated when the switch cannot make the voice link connection
because the required voice link information is not datafilled in table
SNVLGRP.
Format
The format for log report OAIN208 follows:
OAIN208 JAN24 07:46:17 8701 INFO BAD SNVLGRP DATAFILL
MISSING VOICE LINK INFORMATION FOR
SN: <node name>
FUNCTION: <function name>
Example

An example of log report OAIN208 follows:

OAIN208 JAN24 07:46:17 8701 INFO BAD SNVLGRP DATAFILL
MISSING VOICE LINK INFORMATION FOR

SN: NODE_1

FUCNTION: CLG_CARD

Field descriptions

The following table explains each of the fields in the log report:

Field Value Description
SN name from Service node name datafilled in table
OANODINV OANODINV.
FUNCTION name from Function name, which is the key to table
OAFUNDEF OAFUNDEF.
Action

Datafill table SNVLGRP with voice link information against the service node
and function indicated in the log.

For further information, refer to functionality OSSAIN 11 Enhancements,
OSANO0006, in the applicable manual as follows:

 NA DMS-100 Translations Guide, 297-8021-350

« GTOP DMS-100 Translations Guide, 297-8441-350
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OAIN208 (end)

Associated OM registers
None

Additional information

History
TOPS11
This log was created by feature AF7714 in functionality OSSAIN 11
Enhancements, OSANOOOQ6.
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OAIN209
Explanation
This log is produced for any of the following reasons:
» The switch cannot translate a directory number (DN) obtained from table
OAFNDISP as part of disposition routing.
» Translations resulted in treatment for DN datafilled in table OAFNDISP.
» The DN datafilled in table OAFNDISP is greater than 10 digits for North
American translations.
Format

The format for log report OAIN209 follows:

OAIN209 MAY24 07:46:17 8701 DEFAULT DN TRANSLATIONS FAILURE
CHECK TRANSLATIONS FOR FOLLOWING DN DATAFILLED IN OAFNDISP
FN: <function name>

DN: <directory number>

Example

An example of log report OAIN209 follows:

OAIN209 MAY24 07:46:17 8701 DEFAULT DN TRANSLATIONS FAILURE
CHECK TRANSLATIONS FOR FOLLOWING DN DATAFILLED IN OAFNDISP
FN: CLG_CARD

DN: 201-220-1234

Field descriptions

The following table explains each of the fields in the log report:

Field Value Description
FN name from Function name, which is the key to table
OAFNDISP OAFNDISP.
DN value from DN datafilled in table OAFNDISP.
OAFNDISP
Action

Verify translations for the specified DN. If the DN is incorrect, change the DN
datafilled in table OAFNDISP against the specified function.
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For further information, refer to functionality OSSAIN 11 Enhancements,
OSANO0006, in the applicable manual as follows:

« NA DMS-100 Translations Guide, 297-8021-350
« GTOP DMS-100 Translations Guide, 297-8441-350

Associated OM registers
None

Additional information

History
TOPS11
This log was created by feature AF7712 in functionality OSSAIN 11
Enhancements, OSANO0O0OQG6.
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OAIN210
Explanation
Log OAIN210 is generated when an unsupported protocol of the Directory
Assistance System (DAS) is used in the OSSAIN environment.
Format
The format for log report OAIN210 follows.
OAIN210 mmmdd hh:mm:ss ssdd info das protocol not supported
DAS Protocol: protocol name
Example

An example of log report OAIN210 follows.

OAIN210 JAN24 07:46:17 8701 info das protocol not supported
DAS protocol:IBM

Field descriptions
The following table explains each of the fields in the log report:

Field Value Description
Protocol name IBM This field consists of the name of the DAS
protocol.
Action

Ensure Standard Nortel-DMS/DAS protocol is used when connecting to a
passive operator.

Related OM registers
None

Additional information
None
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OAIN300

Explanation

Format

Example

The Operator Advanced Intelligent Network (OAIN) subsystem generates this
log when a message arrives that is not expected. Note this does not include
invalid messages from a service node. Invalid messages from a service node
are handled by the Open Automated Protocol (OAP).

The format for log report OAIN300 follows:

OAIN300 JAN24 07:46:17 8701 TBL OSSAIN UNEXPECTED MSG

CALLID: <callid>

SN: <node name> SNID: <node id>

SNVL: <vl circuit id>

FN: <function name> SESSPL: <pool id> <pool name>
POS: <pos circuit id>

CLG: <clg circuitid>  CLD:  <cld circuit id>

FROM: <from circuit id>

TEXT: <type of message>

MSG: <message data>

In the following log report, the incoming trunk, BELLIC 34, was force
released. It was connected to the NAV listing services node (OSN 6). In this
example, the call had been routed to the Yellow _Pages function and served by
an agent associated with the Listing_Services session pool (session pool
number 4).

OAIN300 JAN24 07:46:17 8701 TBL OSSAIN UNEXPECTED MSG
CALLID: 03020011

SN: NAV_LISTING_SVCS SNID: OSN 6

SNVL: CKT OSSAINVL 22

FN: YELLOW_PAGES SESSPL: 4 LISTING_SERVICES
POS:

CLG: CKT BELLIC 34 CLD: CKT ITOG 11

FROM: CKT BELLIC 34

TEXT: TERMINAL FORCE RELEASED

MSG: 0033B27BBOOBEA18BOOBEA300005FD0004150021BO0OBEA48000BCE14
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OAIN300 (continued)

Field descriptions

The following table explains each of the fields in the log report:

(Sheet 1 of 2)

Field

Value

Description

CALLID: <callid>

SN: <node name>

SNID: <node id>

SNVL: <vl circuit id>

FN: <function name>

SESSPL: <pool id>

<pool name>

POS: <pos circuit id>

CLG: <clg circuit id>

CLD: <cld circuit id>

FROM: <from circuit id>

0000 0000toFFFF
FFFF

Defined in Table
OANODINV
(NODENAME)

Defined in Table
OANODINV
(NODEID)

Defined in Table
OAVLMAP
(VOICENUM)

Defined in Table
OAFUNDEF
(FUNCNAME)

Defined in Table
OASESNPL
(SESNPLID)

Defined in Table
OASESNPL
(SESNPLID)

Defined in Table
TOPSPOS
(POSNO)

Defined in Table
TRKMEM
(EXTRKNM)

Defined in Table
TRKMEM
(EXTRKNM)

Defined in Table
TRKMEM
(EXTRKNM)

Tag for next field

OSSAIN service node identifier

OSSAIN service node identifier

OSSAIN service node identifier

Function name currently associated with the

call

Session Pool Identifier

Session Pool Name

TOPSPOS position number

Calling party trunk identifier

Called party trunk identifier

Identifies which circuit the message came
from
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(Sheet 2 of 2)

Field Value Description

TEXT: <type of message> TERMINAL Identifies unexpected message if possible,
FORCED otherwise indicates that the message is
RELEASED,PERI invalid for the current state.
PHERAL

INDICATED CALL
FAILURE, TERMIN
AL LOST
INTEGRITY,PERI
PHERAL
INDICATED
CONFUSION,INV
ALID MSG IN
CURRENT
STATE.

MSG: <message data> N/A Message body of unexpected message

Action

Collectlogs. Check the suspect circuit specified as the “FROM:" circuit in the
log.

Associated OM registers
None
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OAIN301
Explanation
The Operator Advanced Intelligent Network (OAIN) subsystem generates this
log when the switch fails to obtain a required switch resource associated with
Operator Services Systems Advanced Intelligent Network (OSSAIN) call
processing.
Format
The format for log report OAIN301 follows:
OAIN301 JAN24 07:46:17 8701 TBL OSSAIN RESOURCE PROBLEM
CALLID: <callid>
TROUBLE: <resource failure>
Example

In the following log report, OSSAIN call processing failed to obtain an
OSSAIN recording unit which stores switch call data for OSSAIN calls.

OAIN301 JAN24 07:46:17 8701 TBL OSSAIN RESOURCE PROBLEM
CALLID: 0302 0011
TROUBLE: OSSAIN RECORDING UNIT UNAVAILABLE

Field descriptions
The following table explains each of the fields in the log report:

Field Value Description

0000 0000 to FFFF FFFF N/A DMS Call Identifier

TROUBLE: <resource failure>  OSSAIN recording Indicates what resource the switch failed to
unit unavailable obtain for the call

Action
The action depends on the trouble indicated:

* OSSAIN recording unit unavailable

Check the value of office parameter OSSAIN_NUM_RU in table OFCENG.
Most likely it needs to be increased.

Associated OM registers
None
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OAIN302

Explanation

Format

Example

This log is generated for any of the following reasons:

* An Operator Services Systems Advanced Intelligent Network (OSSAIN)
Software Optionality Control (SOC) option that is required for a call is
IDLE and should be ON. The log indicates the required OSSAIN SOC
option, call identity, and CT4Q.

* The call attempts to use the QMS ASST refinement ordering in table
TQORDERA or TQORDERB but the ADVQ0006 SOC option is not
turned on. This requirement is added by functionality OSSAIN 11
Enhancements, OSANOOOQ6.

* The call attempts to use the new QMS CT4Q Refinements capability but
the OSAN0006 SOC option is not turned on. The log indicates the required
OSSAIN SOC option, call identity, and CT4Q.

* The call attempts to use the new switch selected voice link capability but
the OSANO0006 SOC option is not turned on. This capability is added by
functionality OSSAIN 11 Enhancements, OSANOOOG6.

Note: When this log is generated at the OSAC host switch, the CT4Q field
in the log is set to UNKNOWN CT4Q.

The format for log report OAIN302 follows:

OAIN302 FEB28 07:46:17 8701 INFO OSSAIN SOC NOT ON
CALLID: <callid>
CT4Q: <CT4Q name>
SOCID <OSSAIN SOC option number>

In the following example, the OSSAIN SOC option is set to IDLE effectively
disabling OSSAIN call processing. Any calls attempting to perform OSSAIN
processing that use table CT4QNAMS generate this log.

OAIN302 FEB28 07:46:17 8701 INFO OSSAIN SOC NOT ON
CALLID: 0302 0011
CT4Q: NEW_SERVICE1
SOCID OSAN0002
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Field descriptions
The following table explains each of the fields in the log report:

Field Value Description
CALLID: <callid> 0000 0000to FFFF  DMS Call Identifier
FFFF
CT4Q: <CT4Q Name> Range of CT4Q Indicates which CT4Q was to be applied to
Names the call
SOC <OSSAIN SOC option> OSANXXXX Indicates the OSSAIN SOC option service
that should be ON for the call.

Action
Check the indicated OSSAIN SOC option. It should be set to ON when
attempting to use OSSAIN services.

Check datafill in QMS refinement tables and table CT4AQNAMS to determine
whether calls should continue to receive OSSAIN service.

Associated OM registers
None
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OAIN303

Explanation
This log is generated when Operator Services Systems Advanced Intelligent
Network (OSSAIN) trigger processing attempts to route a call to a TOPS
automated system or treatment. Trigger events can route calls only to an
OSSAIN service node or TOPS operator.

This log can also be produced when the call is attempting to trigger to an
operator while the call is in the middle of an OSSAIN conference.

Note: When this log is generated, the call continues normal processing,
with no redirection of the call.

Format
The format for log report OAIN303 follows:

OAIN303 FEB28 07:46:17 8701 INFO TRIGGER ROUTE ERROR
CALLID: <callid>
PROFIDX: <trigger profile idx>
TRIGEVNT: <trigger event name>
ACTION: <function or control list name>
TEXT: <descriptive text>

Example
In the following example, a trigger event has attempted to route the call to a
TOPS automated system.

OAIN303 FEB28 07:46:17 8701 INFO TRIGGER ROUTE ERROR
CALLID: 0302 0011
PROFIDX: 21
TRIGEVNT: PTYD
ACTION: ACTS
TEXT: TRIGGER TO TOPS AUTO ERROR
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OAIN303 (continued)

Field descript

ions

The following table explains each of the fields in the log report:

Field

Value

Description

CALLID: <callid>

ACTION: <function or control

0000 0000- FFFF
FFFF

range of OSSAIN

This field indicates the Digital Multiplex
System (DMS) call identifier.

PROFIDX: <Profile Number> 0-2046 This field indicates which profile index is
applied to the call. Itis an index into table
OATPRFIX.
TRIGEVNT: <trigger event ANS CLGD This field indicates which trigger event is
name> DTMF FLASH applied to the call. The possible trigger
ISUPCAUS events are flash, calling disconnect, notify,
NOANS NTFY party disconnect, outpulsing failure, no
OPLSF answer, answer, ringing, dual-tone
PTYD multfrequency (DTMF) digit, Integrated
RING TRMT  Services Digital Network User Part (ISUP)

cause, and treatment. Reference tables
OADSCPRF, OATLKPRF, OADTFPRF,
OACAUPRF and OACNNPRF.

This field indicates which OSSAIN function

list name> Functions and or control list is datafilled against the trigger

Control List names  event that has occurred. Reference tables
OAFUNDEF and OACTLDEF.

TEXT: TRIGGER TO This field indicates the reason for the trigger
OPERATOR routing failure. If the callis routed to a TOPS
ERROR, automated system, an operator, or a
TRIGGER TO treatment, trigger routing fails. Reference
TOPS AUTO the FUNCTYPE field table OAFUNDEF and
ERROR, the BLCKACTN field in table OAFNDISP.
TRIGGER TO
TREATMENT
ERROR

Action

Operating company personnel should check OSSAIN trigger datafill for the
trigger profile index and trigger event provided in this log. The operating
company personnel should ensure that the specified trigger event routes only
to a control list or function that maps to an OSSAIN service node or TOPS
operator.
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OAIN303 (end)

The tables that should be reference for OSSAIN trigger datafill are the
following:

OACAUPREF (to determine ISUP cause trigger events)
OACNNPREF (to determine trigger events)
OACTLDEF (to determine control list names)
OADSCPREF (to determine trigger events)
OADTFPRF (to determine DTMF trigger events)

OAFUNDEF (to detemine function names; to determine the function type
to which a call is routed)

OAFNDISP (to determine the function type to which a call is routed; to
determine the block action of a specific function)

OATLKPRF (to determine trigger events)
OATPRFIX (to determine profile indices)

Associated OM registers
None
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OAIN304

Explanation

The Operator Advanced Intelligent Network (OAIN) subsystem generates this
log when the Operator Services Systems Advanced Intelligent Network
(OSSAIN) triggers processing attempts to inform the service node of a trigger
event, but fails to obtain a session to the service node.

Format
The format for log report OAIN304 follows:

OAIN304 FEB28 07:46:17 8701 INFO INVALID REQUEST
SESSION

CALLID: <callid>

REASON: <request session rc>

TEXT: <descriptive text>

Example

In the following example, a trigger event occurred that attempted to send a
trigger event inform message to a service node. A session to the service node
could not be obtained.

Note: Atrigger eventinform message is sent when the trigger event datafill
has the SNCONTRL field set to N. Refer to tables OACNNPRF,
OATLKPRF, and OADSCPRF.

OAIN304 FEB28 07:46:17 8701 INFO INVALID REQUEST SESSION
CALLID: 0302 0011
REASON: call_deflected
TEXT: Invalid call queue definition for Trigger Event

Inform
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Field descriptions
The following table explains each of the fields in the log report:

Field Value Description
CALLID: <callid> 00000000 to DMS Call Identifier
FFFF FFFF
REASON: <Request Session Range of Request  Indicates which request session return code
RC> Session Return caused the error
Codes
TEXT: <descriptive text> N/A

Text describing the failure

Action

Check OSSAIN function (Table OAFUNDEF) and call queue (Table

QMSCQDEF) datafill, and verify that the CallQ datafilled against this function
does not support queuing.

Associated OM registers
None
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OAIN305
Explanation
The Operator Advanced Intelligent Network (OAIN) subsystem generates this
log when a Call Type for Queuing (CT4Q) assignment that is eligible for
Operator Services System Advanced Intelligent Network (OSSAIN)
preprocessing, maps to a function provided by a Traffic Operator Position
System (TOPS) operator or a TOPS automated system - Automated Alternate
Billing Service (AABS). Calls that use OSSAIN preprocessing can only map
to functions provided by OSSAIN service nodes (SN).
Enhancements to OSSAIN in TOPSO07 allow calls assigned to a TOPS operator
or a TOPS automated system to receive OSSAIN preprocessing from an SN.
Appropriate datafill in Tables CT4AQNAMS and OAINPRE (introduced in
TOPSO07) enable this capability.
Format
The format for log report OAIN305 follows:
OAIN305 FEB28 07:46:17 8701 INFO OSSAIN ROUTE ERROR
CALLID: <callid>
CT4Q: <QMS CT4Q name>
FUNCTION: <OSSAIN function name>
TEXT: <descriptive text>
Example

An example of log report OAIN305 follows:

OAIN305 FEB28 07:46:17 8701 INFO OSSAIN ROUTE ERROR
CALLID: 0302 0011
CT4Q: 0_PLUS_TOPS
FUNCTION: AABS_VSN
TEXT: PREPROCESSING TO TOPS AUTO ERROR
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OAIN305 (continued)

Field descriptions

The following table explains each of the fields in the log report:

Field

Value

Description

CALLID <callid>

CT4Q <QMS CT4Q>:

FUNCTION <OSSAIN function
name>:

TEXT <descriptive text>:

0000 0000-FFFF
FFFF
(hexadecimal)

Range of QMS
CT4Q names
(alphanumeric)

OSSAIN function
name
(alphanumeric)

PREPROCESS-
ING TO
OPERATOR
ERROR

PREPROCESS-
ING TO TOPS
AUTO ERROR

Mandatory. This field specifies the Digital
Multiplex System (DMS) call identifier.

Mandatory. This field specifies the QMS
CT4Q name in Table CT4AQNAMS that is
eligible for OSSAIN preprocessing (value of
Y in field OAINPRE). This name must also
be defined in field CT4Q of Table OAINPRE.

Mandatory. This field specifies the function
name in table OAINPRE that is to be applied
to the call. The function must also be
defined in Table OAFUNDEF.

Mandatory. This field specifies the reason
the failure occurred. Defined in Table
OAFUNDEF.

Action

Operating company personnel should check OSSAIN datafill against the
CT4Q and function that is specified in the log as follows:

* Note the function name in Table OAINPRE that is assigned to that CT4Q.
» Ensure that this function is datafilled with a function type of SN in Table

OAFUNDEF.

Associated OM registers
None
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Additional information

The table that follows provides the specific values that can be displayed in the
TEXT field with their respective explanations.

TEXT message Explanation

Preprocessing to Operator Error  Function is assigned a functype of “TOPSOPER." Must be
“SN."

Preprocessing to TOPS Auto Function is assigned a functype of “TOPSAUTO." Must be
Error “SN."
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OAIN500
Explanation
The Operator Advanced Intelligent Network (OAIN) subsystem generates this
log only when the session pool test fails.
Format
The format for log report OAIN500 follows:
OAIN500 mmmdd hh:mm:ss xxxx DIAG FAIL <pm-—id>
STATE: Change to <state> from <state>
SN: <service node name> SND: OSNM <xxx>
SESSPL: <sesnpool#> <session pool name>
REASON TEXT: <reason-text>
MAINT MSG: <maint-text>
Example

An example of log report OAIN500 follows:

OAIN500 DECO08 11:02:27 0900 FAIL SesnPool Diag Fall
SN: BRTPH7F1 SNID: OSNM 28
SESSPL: 42 Branding_1
Reason Text:

Maint Msg:

Field descriptions
The following table explains each of the fields in the log report:

(Sheet 1 of 2)

Field Value Description

mmmdd This field contains  This field contains the current month and
the current month day.
and day.

"hh:mm:ss" This field contains  This field contains the current time.

the current time.

"XXXX" This field contains  This field contains the sequence number.
the sequence
number of the log
report.
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OAIN500 (end)

(Sheet 2 of 2)

Field Value Description

<pm-id> This field contains  This field identifies the peripheral that
the peripheral supports the reported session pool.
identification.

<session_pool_name> Sessionpoolname  This field indicates the name of the session
as datafilled in pool that failed the diagnostics.

table OASESNPL.

<session_pool_id> Session pool id This field indicates the identification number
number as of the session pool that failed the
datafilled in table diagnostics.
OASESNPL.

<reason-text> No reply from Diagnostics failed.
session pool.

Maint_msg 32 character Message sent from the session pool.
message sentfrom
session pool.

Action
None

Note: For post-analysis, if the reason text is “No reply from session pool,"”
check that the service node is in service.

If reason text is anything else, consult the service node session pool application
information provided by the service node vendor for specific recovery action.

Associated OM registers

For each occurrence of a session pool test failure in OM group SESNPOOL,
register TSTFAIL is pegged.
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OAIN502

Explanation

The Operator Advanced Intelligent Network (OAIN) subsystem generates this

log when a session pool goes system busy due to either a failure to return to
service or an audit fail.

Format
The format for log report OAIN502 follows:
OAIN502 mmmdd hh:mm:ss xxxx SYSB <pm-—id>
STATE: Change to <state> from <state>
SN: <service node name> SND: OSNM <xxx>
SESSPL: <sesnpool#> <session pool name>
REASON TEXT: <reason-text>
MAINT MSG: <maint-text>
Example

An example of log report OAIN502 follows:

OAIN502 DECO08 10:29:47 0501 SYSB Session Pool
State change to SYSB from CBSY
SN: BRTPH7F1 SNID: OSNM 28
SESSPL: 42 Branding_1
Reason Text: System Action
Maint Msg:

Field descriptions
The following table explains each of the fields in the log report:

(Sheet 1 of 2)

Field Value Description

“mmmdd" This field contains  This field contains the current month and
the current month day.
and day.

"hh:mm:ss" This field contains  This field contains the current time.

the current time.

"XXXX" This field contains  This field contains the sequence number.
the sequence
number of the log
report.
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OAIN502 (end)

(Sheet 2 of 2)

Field

Value

Description

<pm-id>

<prev-status>

<session_pool_name>

<session_pool_id>

<reason-text>

This field contains
the peripheral
identification.

MANB, ISTB,
INSV, CBSY.

Session pool nhame
as datafilled in
table OASESNPL.

Session pool id
number as
datafilled in table
OASESNPL.

Audit failed. Failed
message threshold

This field identifies the peripheral that
supports the reported session pool.

This field indicates the from state of the
session pool.

This field indicates the name of the session
pool that went SYSB.

This field indicates the identification number
of the session pool that went SYSB.

This field identifies the reason why the
session pool diagnostics failed.

exceeded.
Maint_msg 32 character Message sent from the session pool.
message sent from
session pool.
Action

Consult the service node session pool application information provided by the

service node vendor for specific recovery action.

Associated OM registers

In OM Group SESNPOOL, register SPSYSB is pegged whenever a session
pool goes SYSB.
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OAIN503

Explanation

The Operator Advanced Intelligent Network (OAIN) subsystem generates this
log when a session pool is placed in the offlined state.

Format
The format for log report OAIN503 follows:
OAIN503 mmmdd hh:mm:ss xxxx OFFL <pm-—id>
STATE: Change to <state> from <state>
SN: <service node name> SND: OSNM <xxx>
SESSPL: <sesnpool#> <session pool name>
REASON TEXT: <reason-text>
MAINT MSG: <maint-text>
Example

An example of log report OAIN503 follows:

OAIN503 DECO08 11:04:11 1100 OFFL Session Pool
State change to OFFL from MANB
SN: BRTPH7F1 SNID: OSNM 28
SESSPL: 42 Branding_1
Reason Text: Manual Action
Maint Msg:

Field descriptions
The following table explains each of the fields in the log report:

(Sheet 1 of 2)

Field Value Description

mmmdd This field contains  This field contains the current month and
the current month day.
and day.

"hh:mm:ss" This field contains  This field contains the current time.

the current time.

"XXXX" This field contains  This field contains the sequence number.
the sequence
number of the log
report.
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OAIN503 (end)

(Sheet 2 of 2)

Field

Value

Description

<pm-id>

<prev-status>

<session_pool_name>

<session_pool_id>

<reason-text>

This field contains
the peripheral
identification.

MANB, UNEQ.

Session pool nhame
as datafilled in
table OASESNPL.

Session pool id
number as
datafilled in table
OASESNPL.

Manual action.

This field identifies the peripheral that
supports the reported session pool.

This field indicates the from state of the
session pool.

This field indicates the name of the session
pool that was offlined.

This field indicates the identification number
of the session pool that was offlined.

This field identifies the reason why the
session pool was offline.

Maint_msg 32 character Message sent from the session pool.
message sent from
session pool.
Action

None

Associated OM registers
None
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OAIN504

Explanation

The Operator Advanced Intelligent Network (OAIN) subsystem generates this
log when a session pool is deleted from table OASESNPL.

Format
The format for log report OAIN504 follows:
OAIN504 mmmdd hh:mm:ss xxxx UNEQ <pm-id>
STATE: Change to <state> from <state>
SN: <service node name> SND: OSNM <xxx>
SESSPL: <sesnpool#> <session pool name>
REASON TEXT: <reason-text>
MAINT MSG: <maint-text>
Example

An example of log report OAIN504 follows:

OAIN504 DECO08 11:04:11 1100 UNEQ Session Pool
State change to UNEQ from OFFL
SN: BRTPH7F1 SNID: OSNM 28
SESSPL: 42 Branding_1
Reason Text: Session Pool Deleted
Maint Msg:

Field descriptions
The following table explains each of the fields in the log report:

(Sheet 1 of 2)

Field Value Description

mmmdd This field contains  This field contains the current month and
the current month day.
and day.

"hh:mm:ss" This field contains  This field contains the current time.

the current time.

"XXXX" This field contains  This field contains the sequence number.
the sequence
number of the log
report.
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OAIN504 (end)

(Sheet 2 of 2)

Field

Value

Description

<pm-id>

<session_pool_name>

<session_pool_id>

<reason-text>

This field contains
the peripheral
identification.

Session pool hame
as datafilled in
table OASESNPL.

Session pool id
number as
datafilled in table
OASESNPL.

Manual action.

This field identifies the peripheral that
supports the reported session pool.

This field indicates the name of the session
pool that was deleted from OASESNPL.

This field indicates the identification number
of the session pool that was deleted from
OASESNPL.

This field identifies the reason why the
session pool was offline.

Maint_msg 32 character Message sent from the session pool.
message sent from
session pool.
Action

None

Associated OM registers
None
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OAIN505

Explanation

The Operator Advanced Intelligent Network (OAIN) subsystem generates this
log when a session pool is placed in the MANB state.

Format
The format for log report OAIN505 follows:
OAIN505 mmmdd hh:mm:ss xxxx MANB <pm-id>
STATE: Change to <state> from <state>
SN: <service node name> SND: OSNM <xxx>
SESSPL: <sesnpool#> <session pool name>
REASON TEXT: <reason-text>
MAINT MSG: <maint-text>
Example

An example of log report OAIN505 follows:

OAIN505 DECO08 10:56:45 1000 MANB Session Pool
State change to MANB from INSV
SN: BRTPH7F1 SNID: OSNM 28
SESSPL: 42 Branding_1
Reason Text: Manual Action
Maint Msg:

Field descriptions
The following table explains each of the fields in the log report:

(Sheet 1 of 2)

Field Value Description

mmmdd This field contains  This field contains the current month and
the current month day.
and day.

"hh:mm:ss" This field contains  This field contains the current time.

the current time.

"XXXX" This field contains  This field contains the sequence number.
the sequence
number of the log
report.
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OAINS505 (end)

(Sheet 2 of 2)

Field

Value

Description

<pm-id>

<prev-status>

<session_pool_id>

<reason-text>

<session_pool_name>

This field contains
the peripheral
identification.

OFFL, SYSB,
INSV, ISTB,
CBSY.

Session pool name
as datafilled in
table OASESNPL.

Session pool id
number as
datafilled in table
OASESNPL.

Manual action.

This field identifies the peripheral that
supports the reported session pool.

This field indicates the from state of the
session pool.

This field indicates the name of the session
pool that went MANB.

This field indicates the identification number
of the session pool that went MANB.

This field identifies the reason why the
session pool was set MANB.

Maint_msg 32 character Message sent from the session pool.
message sentfrom
session pool.
Action

None

Associated OM registers

In OM group SESNPOOL, register SPMANB is pegged whenever a session
pool goes MANB.
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OAIN506

Explanation

The Operator Advanced Intelligent Network (OAIN) subsystem generates this
log when a session pool comes in-service as a result of either a successful
session pool audit or a manual action.

Format
The format for log report OAIN506 follows:
OAIN506 mmmdd hh:mm:ss xxxx RTS <pm-id>
STATE: Change to <state> from <state>
SN: <service node name> SND: OSNM <xxx>
SESSPL: <sesnpool#> <session pool name>
REASON TEXT: <reason-text>
MAINT MSG: <maint-text>
Example

An example of log report OAIN506 follows:

OAIN506 DECO08 10:56:14 0800 RTS Session Pool
State change to INSV from MANB
SN: BRTPH7F1 SNID: OSNM 28
SESSPL: 42 Branding_1
Reason Text: Manual Action
Maint Msg:

Field descriptions
The following table explains each of the fields in the log report:

(Sheet 1 of 2)

Field Value Description

mmmdd This field contains  This field contains the current month and
the current month day.
and day.

"hh:mm:ss" This field contains  This field contains the current time.

the current time.

"XXXX" This field contains  This field contains the sequence number.
the sequence
number of the log
report.
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OAIN506 (end)

(Sheet 2 of 2)

Field

Value

Description

<pm-id>

<prev-status>

<session_pool_id>

<reason-text>

<session_pool_name>

This field contains
the peripheral
identification.

MANB, CBSY,
SYSB.

Session pool nhame
as datafilled in
table OASESNPL.

Session pool id
number as
datafilled in table
OASESNPL.

Manual action,
System action
node returned to
service.

This field identifies the peripheral that
supports the reported session pool.

This field indicates the from state of the
session pool.

This field indicates the name of the session
pool that is being returned to service.

This field indicates the identification number
of the session pool that is being returned to
service.

This field identifies the reason for the
session pool returning to service.

Maint_msg 32 character Message sent from the session pool.
message sent from
session pool.
Action

None

Associated OM registers
None
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OAIN507

Explanation

The Operator Advanced Intelligent Network (OAIN) subsystem generates this
log when an in-service session pool goes c-side busy due to the service node,
that it is dependent upon, going out of service.

Format
The format for log report OAIN507 follows:
OAIN507 mmmdd hh:mm:ss xxxx CBSY <pm-—id>
STATE: Change to <state> from <state>
SN: <service node name> SND: OSNM <xxx>
SESSPL: <sesnpool#> <session pool name>
REASON TEXT: <reason-text>
MAINT MSG: <maint-text>
Example

An example of log report OAIN507 follows:

OAIN507 DECO08 10:57:30 1500 CBSY Session Pool
State change to CBSY from INSV
SN: BRTPH7F1 SNID: OSNM 28
SESSPL: 42 Branding_1
Reason Text: OSNM node out of service
Maint Msg:

Field descriptions
The following table explains each of the fields in the log report:

(Sheet 1 of 2)

Field Value Description

mmmdd This field contains  This field contains the current month and
the current month day.
and day.

"hh:mm:ss" This field contains  This field contains the current time.

the current time.

"XXXX" This field contains  This field contains the sequence number.
the sequence
number of the log
report.
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(Sheet 2 of 2)

Field Value Description

<pm-id> This field contains  This field identifies the peripheral that
the peripheral supports the reported session pool.
identification.

<session_pool_name> Sessionpoolname  This field indicates the name of the session
as datafilled in pool that went c-side busy.

table OASESNPL.

<session_pool_id> Session pool id This field indicates the identification number
number as of the session pool that went c-side busy.
datafilled in table
OASESNPL.

<reason-text> OSNM node out of  This field identifies the reason for the
service. session pool going C-side busy.

Maint_msg 32 character Message sent from the session pool.
message sentfrom
session pool.

Action

Determine the reason for the service node going out of service. Once the
service node comes into service, the session pool, if leftin the CBSY state, will
automatically be returned to service.

Associated OM registers

In OM group SESNPOOL, register SPCBSY is pegged whenever a session
pool goes CBSY.
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OAING600

Explanation
The Operator Advanced Intelligent Network (OAIN) subsystem generates this
log when the subscriber on-hook timer expires, and the other subscribers'
on-hook timers and hook status information are evaluated to determine if the
call sanity timer should be initiated. The on-hook timer itself does not take the
call down. However, if the call sanity timer expires, the call is taken down.

Format
The format for log report OAING60O follows:

OAIN600 JAN24 07:46:17 8701 INFO ON-HOOK TIMER EXPIRED
CALLID: <callid>
SN: <node name> SNID: <node id>
SNVL:  <vl circuit id>
FN: <function name> SESSPL: <pool id> <pool name>
PTY: <party> <circuit id>

Example

In the following log report, the on-hook timer associated with the originator
expired. The originator's facility is represented in datafill as incoming trunk
BELLIC 34. The subscriber was connected to the NAV listing services node
(OSN 6). In this example, the call had been routed to the Yellow_Pages
function and served by an agent associated with the Listing_Services session
pool (session pool number 4).

OAIN600 JAN24 07:46:17 8701 INFO ON-HOOK TIMER EXPIRED
CALLID: 0302 0011

SN: NAV_LISTING_SVCS SNID: OSN 6

SNVL: CKT OSSAINVL 22

FN: YELLOW_PAGES SESSPL: 4 LISTING_SERVICES
PTY: CALLING CKT BELLIC 34
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OAING60OO (continued)

Field descriptions

The following table explains each of the fields in the log report:

Field

Value

Description

CALLID: <callid>

SN: <node name>

SNID: <node id>

SNVL: <vl circuit id>

FN: <function name>

SESSPL: <pool id>

<pool name>

PTY: <party>

0000 0000toFFFF
FFFF

Defined in Table
OANODINV
(NODENAME)

Defined in Table
OANODINV
(NODEID)

Defined in Table
OAVLMAP
(VOICENUM)

Defined in Table
OAFUNDEF
(FUNCNAME)

Defined in Table
OASESNPL
(SESNPLID)

Defined in Table
OASESNPL
(SESNPLID)

CALLING,CALLED

DMS Call Identifier

OSSAIN service node identifier

OSSAIN service node identifier

OSSAIN service node voice link

Function name currently associated with the

call

Session Pool Identifier

Session Pool Name

Identifies which party was released from the
call

<circuit id> Defined in Table Identifies the circuit that was released
TRKMEM
(EXTRKNM)
Action

Check the on-hook sanity timer value for the session pool specified. Increase
the value if it is insufficient. If sufficient, check the service node logic
associated with the session pool to ensure that it is not inadvertantly holding
the connection to the subscriber.
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OAING60O (end)

Associated OM registers
None
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OAING601
Explanation

The Operator Advanced Intelligent Network (OAIN) subsystem generates this

log under one of two conditions:

» when the call sanity timer expires and the service node and its associated
facilities (for example, voice link) are disconnected and the call is taken
down

* when the queued sanity timer expires, the call is taken down

Format
The format for log report OAING01 follows:
OAIN601 JAN24 07:46:17 8701 INFO CALL SANITY TIMER EXPIRED
CALLID: <callid>
SN: <node name> SNID: <node id>
SNVL:  <vl circuit id>
FN: <function name> SESSPL.: <pool id> <pool name>
Example

In the following example, the Network Applications Vehicle (NAV) Listing
Services Node (OSN 6) was disconnected and taken down due to the call sanity
timer expiring. In this example, the callis routed to the Yellow_Pages function
and served by an agent associated with the Listing_Services session pool
(session pool number 4).

OAIN601 JAN24 07:46:17 8701 INFO CALL SANITY TIMER EXPIRED
CALLID: 0302 0011

SN: NAV_LISTING_SVCS SNID: OSN 6
SNVL: CKT OSSAINVL 22
FN: YELLOW_PAGES SESSPL: 4 LISTING_SERVICES

297-8021-840 Standard 14.02 May 2001



Log reports  1-165

OAING601 (end)

Field descriptions

The following table explains each of the fields in the log report:

Field

Value

Description

CALLID: <callid>

SN: <nodename>

SNID: <node id>

SNVL: <vl circuit id>

FN: <function name>

SESSPL: <pool id>

<pool name>

0000 0000 to FFFF

FFFF

Defined in Table
OANODINV
(NODENAME)

Defined in Table
OANODINV
(NODEID)

Defined in Table
OAVLMAP
(VOICENUM)

Defined in Table
OAFUNDEF
(FUNCNAME)

Defined in Table
OASESNPL
(SESNPLID)

Defined in Table
OASESNPL
(SESNPLID)

DMS Call Identifier

OSSAIN service node identifier

OSSAIN service node identifier

OSSAIN service node voice link

Function name currently associated with the

call

Session Pool Identifier

Session Pool Name

Action

If a session pool is specified in the log, the call sanity timer (while at service
node) has expired. Check the call sanity timer value for the session pool
specified. Increase the value if itis insufficient. If sufficient, check the service

node logic associated with the specified session pool.

If the session pool is NIL, the queued sanity timer has expired. Check the
states of the session pools that serve the call queue associated with the function

indicated in the log.

Associated OM registers
None
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OAING602
Explanation
The Operator Advanced Intelligent Network (OAIN) subsystem generates this
log when a service node requests a connection to a logical voice channel that
the switch thinks is already in use. The switch will use positive assertion and
take down the previous voice connection and make the new connection, per the
SNs request.
Format
The format for log report OAIN602 follows:
OAIN602 JAN24 07:46:17 8701 INFO VOICE CKT IN USE
SN: <node name>
SNVL: <vl circuit id>
Example

In the following example, service node NODE__1 requested a voice connection
to logical voice channel 30, (which table OAVLMAP mapped to CKT
OSSAINVL 24), and the switch thought the voice circuit was already in use.
The switch will use positive assertion and take down the previous voice
connection and make the new connection, per the SNs request.

OAIN602 JAN24 07:46:17 8701 INFO VOICE CKT IN USE
SN: NODE_1
SNVL: CKT OSSAINVL 24

Field descriptions
The following table explains each of the fields in the log report:

Field Value Description

SN: <node name> Defined in Table Node Name
OANODINV
(NODENAME)

SNVL: <vl circuit id> Defined in Table OSSAIN service node voice link
OAVLMAP
(VOICENUM)
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Action
No immediate action.

Note: For post-analysis, one possibility for receiving this log is that the
Release VWoice message or the Call End message for the previous call was
lost, causing the DMS to not release the voice link. Frequent occurrences
of this log may indicate the transport mechanism for messages between the
switch and the service node is unreliable.

Associated OM registers
None
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OAING603
Explanation
The Operator Advanced Intelligent Network (OAIN) subsystem generates this
log when a service node requests a connection to a logical voice channel that
is in the busy state. The switch will report the error to the service node at
which time it can select a new voice channel.
Format
The format for log report OAIN603 follows:
OAIN603 JAN24 07:46:17 8701 INFO VOICE CKT BSY
SN: <node name>
SNVL: <vl circuit id>
Example

In the following log report, service node NODE_1 requested a voice
connection to logical voice channel 30, (which table OAVLMAP mapped to
CKT OSSAINVL 24), and the voice circuit is in a busy state at the MAP. The
switch will report the error to the service node at which time it can select a new
voice channel.

OAIN603 JAN24 07:46:17 8701 INFO VOICE CKT BSY
SN: NODE_1
SNVL: CKT OSSAINVL 24

Field descriptions
The following table explains each of the fields in the log report:

Field Value Description

SN: <node name> Defined in Table Node Name
OANODINV
(NODENAME)

SNVL: <vl circuit id> Defined in Table OSSAIN service node voice link
OAVLMAP
(VOICENUM)

Action

The craftsperson should post the voice circuit at the MAP and bring it into
service.

297-8021-840 Standard 14.02 May 2001



Log reports  1-169

OAING603 (end)

Associated OM registers
None
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OAIN604
Explanation
The Operator Advanced Intelligent Network (OAIN) subsystem generates this
log when a node attempts to transfer to an operator at any time other than initial
call setup.
Format
The format for log report OAIN604 follows:
OAIN604 JAN24 07:46:17 8701 INFO Invalid Transfer Attempt
FN: <function>
Example

In the following example, a node attempts to transfer to an operator after the
call had been previously floated.

OAIN604 JAN24 07:46:17 8701 INFO Invalid Transfer Attempt
FN: NODE_TO_OPR

Field descriptions
The following table explains each of the fields in the log report:

Field Value Description
FN: <function> Defined in Table OSSAIN function
OAFUNDEF
(FUNCID)
Action

The craftsperson should change the function in table OAFUNDEF to
something other than operator.

Associated OM registers
None
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OAING605

Explanation

Format

Example

The Operator Advanced Intelligent Network (OAIN) subsystem generates this
log when data communications receives a message with an Open Automated
Protocol (OAP) version that is not optimal. The originating service node
should be upgraded to a supported OAP version as needed.

The format for log report OAIN605 follows:

OAIN605 JAN24 07:46:17 8701 INFO INVALID PROTOCOL
VERSION

MESSAGE PROTOCOL RELEASE: <release>
MESSAGE PROTOCOL INCREMENT: <increment>
SENDERS PROTOCOL RELEASE: <release>
SENDERS PROTOCOL INCREMENT: <increment>
SWITCH PROTOCOL RELEASE: <release>
SWITCH PROTOCOL INCREMENT: <increment>
NETWORK ADDRESS: <network address>
MESSAGE:

<message data>

An example of log report OAIN605 follows:

OAIN605 JAN24 07:46:17 8701 INFO INVALID PROTOCOL VERSION

MESSAGE PROTOCOL RELEASE: 1
MESSAGE PROTOCOL INCREMENT: 2
SENDERS PROTOCOL RELEASE: 1

SENDERS PROTOCOL INCREMENT: 2

SWITCH PROTOCOL RELEASE: 5

SWITCH PROTOCOL INCREMENT: 0O
NETWORK ADDRESS : 47 551 2 : 7001
MESSAGE:
050000003300180002010201C02F620128230001
40110F00050064000000941101AB0OF2205F63301
501FFFFF2FDEO160BCDF230155F0F022FFFF
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Field descriptions
The following table explains each of the fields in the log report:

Field Value Description

MESSAGE PROTOCOL 0 to 255 Message protocol release number
RELEASE: <release>

MESSAGE PROTOCOL 0 to 255 Message protocol increment number
INCREMENT: <increment>

SENDERS PROTOCOL 0 to 255 Senders protocol release number
RELEASE: <release>

SENDERS PROTOCOL 0 to 255 Senders protocol increment number
INCREMENT: <increment>

SWITCH PROTOCOL 0 to 255 Switch OAP release

RELEASE: <release>

SWITCH PROTOCOL 0to 255 Switch's OAP increment
INCREMENT: <increment>

NETWORK ADDRESS: Dependent on Network address information provided by
<network address> transport incoming message

protocol.{UDP}<ip
addr><port#>IP
Addr - four numeric
values. Numeric
values range from
0 to 255.Port# -
numeric value
range from 256 to
32, 767.

MESSAGE: <message data> Message OAP message causing protocol version
violation

Action

The session pool listed on the identified service node is running at an OAP
version that cannot be supported by the OAP version running on the DMS.
The session pool must be disabled and upgraded to a compatible OAP version.

Associated OM registers
ORCVRTFL, ONRCRTFL, and OSRCRTFL
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OAIN606

Explanation

Format

The Operator Advanced Intelligent Network (OAIN) subsystem generates this
log when data communications cannot determine where to route a service node
originated message. This can be caused by the following reasons.

Invalid message class identifier

Invalid message length

Invalid operation offset

Invalid source node identifier

Invalid network address

Invalid session pool identifier

Invalid session identifier

Invalid session pool state

Invalid node state

Invalid message size

TLI Transmit failure

Unable to deliver message

Session pool not supported by node
Unable to forward message to destination
Unable to forward message to maintenance application
Invalid solicitor number in message
Unsolicited task already running

Buffer unavilable

Destination’s queue at maximum depth

The format for log report OAING06 follows:
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OAING606 (continued)

OAING606 JAN24 07:46:17 8701 INFO UNDELIVERABLE MESSAGE
MESSAGE PROTOCOL RELEASE: <release>
MESSAGE PROTOCOL INCREMENT: <increment>
SENDERS PROTOCOL RELEASE: <release>
SENDERS PROTOCOL INCREMENT: <increment>
NODE NAME: <nodename> NODE ID: <nodeid>
SESSION POOL NAME: <sessplnm> SESSION POOL ID: <sessplid>
SESSION ID : <sessionid>
MESSAGE CLASS: <msgclass> MESSAGE CLASS ID: <msgclassid>
NETWORK ADDRESS: <network address>
REASON: <failure reason>

MESSAGE:
<message data>

Example
An example of log report OAING06 follows:

RTPCO07BZ OAIN606 MAR12 13:56:45 8500 INFO UNDELIVERABLE MESSAGE
MESSAGE PROTOCOL RELEASE: 5
MESSAGE PROTOCOL INCREMENT: O
SENDERS PROTOCOL RELEASE: 5
SENDERS PROTOCOL INCREMENT: O
NODE NAME: TO_RTPV NODE ID: 70
SESSION POOL NAME: SESSION POOL ID: O
SESSION ID: O
MESSAGE CLASS: OSAC NODE CLASS MESSAGE CLASS ID: 22
NETWORK ADDRESS : 47 245 9 1 : 5290
REASON: MSG RECEIVED AT UNEXPECTED DESTINATION ADDRESS
MESSAGE :
16000000360012000005000546006400FF0082A1
26000202640102020B0282041A0005E016002000
000300FFF52F0109FFFFFFFFFFFFFFFFFFFFFFEFF
OOFFOOFFOOFFOOFFOOFFOOFFOOFFOOFFOOFFOOFF
OOFFOOFFOOFFOOFFOOFFOOFFOOFFOOFFOOFFOOFF
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OAING606 (continued)

Field descriptions

The following table explains each of the fields in the log report:

Field Value Description

MESSAGE PROTOCOL 0 to 255 Message protocol release
RELEASE: <release> number

MESSAGE PROTOCOL 0 to 255 Message protocol
INCREMENT: <increment> increment number
SENDERS PROTOCOL 0 to 255 Senders protocol release
RELEASE: <release> number

SENDERS PROTOCOL 0 to 255 Senders protocol

INCREMENT: <increment>

NODE NAME:
<nodename>

NODE ID: <nodeid>

SESSION POOL NAME:
<sessplnm>

SESSION POOL ID:
<sessplid>

SESSION ID: <sessionid>

MESSAGE CLASS:
<msgclass>

MESSAGE CLASS ID:
<msgclassid>

NETWORK ADDRESS:
<network address>

Defined in Table OANODINV
(NODENAME)

Defined in Table OANODINV (NODEID)

Defined in Table OASESNPL
(SESNPLNM)

Defined in Table OASESNPL
(SESNPLID)

0to 1022

NODE, SESNPL, CALLP

#01, #03, #04

Dependent on transport
protocol.{UDP}<ip addr> <port#>IP
Addr - four numeric values. Numeric
values range from 0 to 255.Port# -
numeric value range from 256 to 32,
767.

increment number

Node name

Node identifier

Session pool name

Session pool identifier

Session identifier

Class of message

Class of message identifier

Network address
information provided by
incoming message
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OAING606 (continued)

Field

Value

Description

REASON: <failure reason>

MESSAGE: <message
data>

* INVALID MESSAGE CLASS
IDENTIFIER

* INVALID MESSAGE LENGTH
* INVALID OPERATION OFFSET

* INVALID SOURCE NODE
IDENTIFIER

* MSG RECEIVED WITH
UNEXPECTED SOURCE
ADDRESS

» MSG RECEIVED AT
UNEXPECTED DESTINATION
ADDRESS

* INVALID SESSION POOL
IDENTIFIER

* INVALID SESSION IDENTIFIER

* INVALID SESSION POOL STATE

* INVALID NODE STATE
* INVALID MESSAGE SIZE
* TLI TRANSMIT FAILURE

* UNABLE TO DELIVER MESSAGE

*+ SESSION POOL NOT
SUPPORTED BY NODE

* UNABLE TO FORWARD MSG TO

DESTINATION

* UNABLE TO FORWARD MSG TO

MTC APP

* INVALID SOLICITOR NUMBER IN

MESSAGE

* UNSOLICITED TASK ALREADY

RUNNING
» BUFFER UNAVAILABLE

» DESTINATION'S QUEUE AT MAX

DEPTH

Message

Reason for failure

OAP message
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OAING606 (continued)

Action

Action to take depends on the failure reason as noted in the following:

1.

Invalid message class identifier - This can occur if a message has been
corrupted or the sending software is using an invalid message class
identifier. Message corruption may be suspected if the log is being
generated for other nodes on the same LAN subnet. If this is the only node
causing the log to be generated, the node's software should be investigated
to verify that it is correctly transmitting OAP messages.

Invalid message length - This can occur if a message has been corrupted
or the sending software is incorrectly calculating the message length.
Refer to point 1. above for action to be taken.

Invalid operation offset - Either the message has been corrupted or the
offset value provided by the service node was incorrectly calculated.
Refer to point 1. for action to be taken.

Invalid source node identifier - Either the message has been corrupted or
the service node has provided an incorrect node identifier. Refer to point
1. for action to be taken.

Msg received with unexpected source address - Indicates that the source
IP address, port, or both in the incoming message do not match switch
datafill for the node whose node name and ID are shown in the log. The
NETWORK ADDRESS field shows the actual source address.

The most likely explanation is incorrect datafill for the node’s IP address
at the switch at which the log is generated. Another possibility is that
network security may have been compromised, and a rogue node may be
sending OAP messages to the switch.

Check parallel datafill between the node that sent the message and the
switch at which the log was generated. Check for logs or alarms at the
node that sent the message. If the problem is not resolved, contact the next
level of support.

Msg received at unexpected destination address - Indicates that a message
incoming from the node whose name and ID are shown in the log was
delivered to a core IP address other than the one datafilled in the switch
for the far-end node. The NETWORK ADDRESS in the log is the actual
destination address at which the message was received.

The most likely explanation is that the node that sent the message is
configured to have the wrong one of the core’s IP addresses. If the switch
where the log was generated is datafilled to use an EIU for messaging with
the far-end node, the IP address in table IPNETWRK at the switch should
be configured in the far-end node as the switch address. If the switch is
datafilled to use XA-Core Ethernet interface for messaging with the node,
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OAING606 (continued)

the CM IP address datafilled against the node in table OANODINYV in the
switch should be configured in the node as the switch IP address. Another
possibility is that network security may have been compromised in a way
that causes messages to be misrouted.

Refer to point 5. for action to be taken.

7. Invalid session pool identifier - Either the message has been corrupted or
the service node has provided an unregistered session pool identifier. If
message corruption is not suspected, verify that the session pool has been
datafilled in the DMS switch.

8. Invalid session identifier - Either the message has been corrupted or the
session identifier provided by the node is incorrect. If message corruption
IS not suspected, the invalid session identifier reason may be produced by
the service node specifying a session identifier that exceeds the current
maximum session limit for the node. This indicates a service node
software error. Refer to point 1. for action to be taken.

9. Invalid session pool state - The session pool identified by the message is
in an invalid state for sending or receiving a message. The session pool
may not have successfully processed a maintenance busy message. This
would cause the state maintained by the session pool to differ from the
state maintained by the switch.

10. Invalid node state - The service node identified by the message is in an
invalid state for sending or receiving a message. The service node may
not have successfully processed a maintenance busy message. Thiswould
cause the state maintained by the service node to differ from the state
maintained by the switch.

11. Invalid message size - The message does not provide the minimum
amount of information to be processed by data communications. This
may be caused by a service node sending a malformed message or the
message has been corrupted. Refer to point 1. for action to be taken.

12. TLI transmit failure - The Transport Layer Interface is having problems
sending messages. Check for logs concerning the TLI specifically.

13. Unable to deliver message - Unable to determine why a message cannot
be sent. Check for other logs.

14. Session pool not supported by node - The session pool identified by the
message is not datafilled for the service node specified by the message.
Check the service node to verify that it is using the correct session pool
identifier and node identifier.

15. Unable to forward message to destination - Either an internal DMS
messaging failure has occurred or an unsolicited maintenance message
has been received from a service node or session pool. Verify that the
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OAING606 (continued)

indicated service node or session pool is properly responding to DMS
originated maintenance messages. In the case of internal messaging
failure, SWERSs should be checked for additional information.

16. Unable to forward msg to mtc app - The base maintenance application is
having problems processing messages. Check for other logs.

17. Invalid solicitor number in message - The solicitor number in the
incoming maintenance message is invalid. Manually perform the
maintenance action again.

18. Unsolicited task already runing - There is an outstanding maintenance
action on the node or session pool. Another maintenance action cannot be
taken. The node or session pool should perform the maintenance after the
previous one is complete.

19. Buffer unavailable - There are no message buffers to process the incoming
or outgoing message. The node or session pool should resend the request
if possible or the maintenance action should be redone.

20. Destination’s queue at max depth:

» Cannot queue the log on the node -This only happens when the
maximum queue depth is reached.

» Cannot queue the unsol msg on the node - This only happens when
the maximum queue depth is reached.

» Cannot queue the log on the session pool - This only happens when
the maximum queue depth is reached.

» Cannot queue the alarm on the session pool - This only happens when
the maximum queue depth is reached.

» Cannot queue the unsol msg on the node - The site should contact
their next level of support if the logs persist.

Note: For post-analysis, if message corruption is suspected, the data path
between the DMS switch and service node must be investigated. 1f message
corruption is not suspected, switch and service node datafill should be
examined to verify that session pools are datafilled correctly. If datafill
appears to be correct, the service nodes software must be investigated.

Associated OM registers
This log is associated with the following OM registers:

« ORCVRTFL
« ONRCRTFL
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OAING606 (end)

« OSRCRTFL

« OMSGRCFL
« ONMSGRFL
« OSMSGRFL

Log history
SNO7 (DMS)
Failure reason “Invalid network address” removed, and new failure reasons
“Msg received with unexpected source address” and “Msg received at
unexpected destination address” added for feature A00005160, OSSAIN
XA-Core Data Messaging Capacity Enhancements.

CSP18
Description of failure reason “Destination’s queue at max depth” updated

according to CR Q00480370.
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OAIN607
Explanation

The Operator Advanced Intelligent Network (OAIN) subsystem generates this

log when an error is encountered by data communications while interfacing

with the data transport software. Possible reasons for failure include:

e TLI Transmit Failure - the TLI (for EIU) data transport software suffered
an unrecoverable error while processing a request from data
communications.

e XAETHR transmit failure - the XA-Core Ethernet interface data transport
software suffered an unrecoverable error while processing a request from
data communications.

Format
The format for log report OAING07 follows:
OAIN607 JAN24 07:46:17 8701 INFO DATA TRANSPORT INTERFACE ERROR
NODE NAME: <nodename> NODE ID: <nodeid>
SESSION POOL NAME: <sessplnm> SESSION POOL ID: <sessplid>
MESSAGE CLASS: <msgclass> MESSAGE CLASS ID: <msgclassid>
NETWORK ADDRESS: <network address>
REASON: <failure reason>
MESSAGE:
<msgtext>
Example

An example of log report OAIN607 follows:

RTPCO07BZ OAIN607 FEB29 13:03:30 7499 INFO TRANSPORT INTERFACE ERROR
NODE NAME: TEST NODE1l NODE ID: 185
SESSION POOL NAME: SESSION POOL ID: O
MESSAGE CLASS: MESSAGE CLASS ID: 256

NETWORK ADDRESS : 47 142 224 185 : 7000
REASON: XAETHR TRANSMIT FAILURE

MESSAGE :
00010000002600120800090000200000008300FF
OOFFOOFFOOFFOOFFOOFFOOFFOOFFOOFFOOFFOOFF
OOFFOOFFOOFFOOFFOOFFOOFFOOFFOOFFOOFFOOFF
OOFFOOFFOOFFOOFFOOFFOOFFOOFFOOFFOOFFOOFF
OOFFOOFFOOFFOOFFOOFFOOFFOOFFOOFFOOFFOOFF
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OAING607 (continued)

Field descriptions

The following table explains each of the fields in the log report:

Field

Value

Description

NODE ID: <nodeid>

SESSION POOL NAME:
<sessplnm>

SESSION POOL ID:
<sessplid>

MESSAGE CLASS:
<msgclass>

MESSAGE CLASS ID:
<msgclassid>

NETWORK ADDRESS:
<network address>

NODE NAME: <nodename>

REASON: <failure reason>

MESSAGE: <message data>

Defined Table
OANODINV
(NODENAME)

Defined Table
OANODINV (NODEID)

Defined in Table
OASESNPL
(SESNPLNM)

Defined in Table
OASESNPL
(SESNPLID)

NODE, SESNPL, CALLP

#01, #04, #05

Dependent on transport
protocol.{UDP}<ip addr>
<port#>IP Addr - four
numeric values. Numeric
values range from 0 to
255.Port# - numeric
value range from 256 to
32, 767.

- Processing error

- TLI transmit failure

- Bad endpoint condition
- XAETHR transmit
failure

Message

Node name

Node identifier

Session pool name

Session pool identifier

Class of message

Class of message identifier

Network address information provided
by incoming message

Reason for failure

OAP message

Action

The InTer Network (ITN) subsystem operates the IP protocol for
communication between SuperNode and third-party host computers by the
Ethernet interface units (EIU). The following ITN logs may be generated by
the events that cause an OAIN607 log. The ITN logs should be consulted to
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OAING60O7 (continued)

determine action(s) to take when the logs are received. Relevant ITN logs
include:

* ITN 301 - The Internet Protocol (IP) subsystem generates this report when
an incoming IP packet cannot be delivered to its destination because the
route to the destination is unknown.

* ITN 302 - The Internet Protocol (IP) subsystem generates this report when
an incoming IP packet cannot be delivered to its destination because the
route to the destination is unavailable.

* ITN 305 - The Internet Protocol (IP) subsystem generates this report when
an incoming IP packet cannot be delivered to its destination due to IP
screening.

* ITN 310 - The Internet Protocol (IP) subsystem generates this report when
the subsystem fails to transmit a message originating on the node due to IP
screening.

* ITN 312 - The Internet Protocol (IP) subsystem generates this report when
it fails to transmit a message originating on the node because the route to
the destination is unknown.

* ITN 313 - The Internet Protocol (IP) subsystem generates this report when
it fails to transmit a message generated on the node because the route to the
destination is unavailable.

Note: For post-analysis, events that cause an OAING607 error to be
generated may also cause the transport layer interface and lower software
sub-systems to generate a SWERR. These should be investigated in order
to determine the reason for the error.

XAETHR transmit failure - explanation and action
“XAETHR transmit failure” is a failure reason added at SNO7. This value
indicates that the OSSAIN attempted to send a message using the XA-Core
Ethernet interface, but the lower-layer transport software reported back to
OSSAIN that the message could not be sent. The cause of the problem is more
likely to be in lower-layer software or hardware than in OSSAIN code.

Investigate the underlying transport facilities. Check logs for any that might
suggest the root cause of the transport failure. Investigate at MAP levels
MAPCI;MTC;XAC;I0 and MAPCI;MTC;XAC;ETHR. The peg counts in ClI
XAIPTOOL may be useful

Note: OSSAIN does not generate an OAING607 log if the reason for failure
to send an OAP message via XA-Core Ethernet interface is that no route

exists for the source IP address. In this case, the problem is definitely with
the underlying transport, and OAIN logs would only clutter up the reporting
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and possibly make it more difficult to troubleshoot the underlying problem.
The underlying transport always raises an XAC alarm when there is no route
for messages from a CM host IP address.

Associated OM registers
The following registers are associated with log OAIN607:

«  OMSGSNFL
«  ONMSGSFL
« OSMSGSFL
Log history
SNO7 (DMS)

Failure reason “XAETHR transmit failure” added for feature A00005160,
OSSAIN XA-Core Data Messaging Capacity Enhancements.

“Log history” section added.

297-8021-840 Standard 18.02 December 2004



Log reports 1-183

OAIN608
Explanation
The Operator Advanced Intelligent Network (OAIN) subsystem generates this
log when data communications message tracing has been enabled for the
session pool or node specified by an incoming or outgoing call processing
class message.
Format
The format for log report OAIN608 follows:
OAIN608 JAN24 07:46:17 8701 INFO OAP CALLP MSG DUMP
<msgdir>
CLASSID: <msgclassid> OPTIONS: <options>
LENGTH: <msglen> OFFSET: <msgoffset>
MSG REL: <release> MSG INC:  <increment>
SND REL: <release> SND INC:  <increment>
SRC NODEID: <source_node_id> SEQ NUM: <segnum>
DEST NODEID: <dest _node_id>
FN ID: <funcid> POOLID: <sessplid>
SESN ID: <sessionid> CALLID: <callid>
MSG LEN: <length>
<msgtype> <operation request name>
OPERATION ID: <opid> INVOKE ID: <invokeid>
OP LEN: <oplen> ARG LEN: <arglen>
<dbname>
<dbdata>
<opdata>
Example

In this example, a call processing class trace log is generated due to an
incoming call processing class message.
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OAING608 (continued)

OAIN608 JAN24 07:46:17 8701 INFO OAP CALLP MSG DUMP
OAP IC CALLP CLASS MESSAGE
CLASSID: 5 OPTIONS: 0
LENGTH: 48 OFFSET: 26
MSG REL: 1 MSG INC: 0
SND REL: 1 SND INC: 0
SRC NODEID: 0 SEQ NUM: 1
DEST NODEID: 32
FN ID: 10 POOLID: 0
SESNID: O CALLID: FFFF FFFF
MSG LEN: 27
Invoke Session Initiation Request
OPERATION ID: 060F INVOKE ID: 010D
OP LEN: 24 ARG LEN: 12
Network Service DB
0F01 0200 0500
Charge Status DB
0A01 0200 FFO0
82A1180002020D0102020F0682040C000F01020005000A010200FF00

Field descriptions
The following table explains each of the fields in the log report:

(Sheet 1 of 2)

Field Value Description
<msgdir> Variable Describes class and direction of message
CLASSID: <msgclassid> #01, #04, #05 Class of message identifier
OPTIONS: <options> 0to 32, 767 Message options data
LENGTH: <msglen> 0to 32, 767 Length
OFFSET: <msgoffset> 0to 32, 767 Offset
MSG REL: <release> 0 to 255 Message protocol release number
MSG INC: <increment> 0 to 255 Message protocol increment number
SND REL: <release> 0 to 255 Senders protocol release number
SND INC: <increment> 0 to 255 Message protocol increment number
SRC NODEID: Defined in Table Source node identifier
<source_node_id> OANODINV

(NODEID)
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OAING608 (continued)

(Sheet 2 of 2)

<msgtype>

<operation request name>
OPERATION ID: <opid>
INVOKE ID: <invokeid>
OP LEN: <oplen>

ARG LEN: <arglen>

Refer to OAP Spec
Refer to OAP Spec
Refer to OAP Spec
#0100 to #FFFF
0to 32, 767

0to 32, 767

Field Value Description
SEQ NUM: <segnum> 0to 32, 767 Sequence number
DEST NODEID: Defined in Table Destination node identifier
<dest_node_id> OANODINV
(NODEID)
FN ID: <funcid> Defined in Table Function Id
OAFUNDEF
(FUNCID)
POOLID: <sessplid> Defined in Table Session pool identifier
OASESNPL
(SESNPLID)
SESSION ID: <sessionid> 0to 1022 Session identifier
CALLID: <callid> #00000000 to Call Id
#FFFFFFFF
MSG LEN: <length> 0 to 32, 767 Message length

Message type
Operation request name
Operation Id

Invoke Id

Operation length

Argument length

<dbname> Refer to OAP Spec Data block name

<dbdata> Refer to OAP Spec Data block hex data

<opdata> Refer to OAP Spec  Operation hex data
Action

This log is generated when data communications processes a call processing
class message specifying a session pool or node has been selected for tracing
via the OSSAIN command increment. This log displays the OAP message in

a formatted manner consisting of the call processing class header and

formatted operation data. The operation data area will vary depending on the

message contents.
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The text area at the beginning of the log will indicate whether the message was
originated from the DMS (OG - outgoing) or from a service node (IC -
incoming).

Associated OM registers
None
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OAING609
Explanation
The Operator Advanced Intelligent Network (OAIN) subsystem generates this
log when data communications message tracing has been enabled for the node
specified by an incoming or outgoing node class message.
Format
The format for log report OAIN609 follows:
OAIN609 JAN24 07:46:17 8701 INFO OAP NODE MSG DUMP
<msgdir>
CLASSID: <msgclassid> OPTIONS: <options>
LENGTH: <msglen> OFFSET: <msgoffset>
MSG REL: <release> MSG INC:  <increment>
SND REL: <release> SND INC:  <increment>
SRC NODEID: <source_node_id> SEQ NUM: <segnum>
DEST NODEID: <dest node_id>
MSG LEN: <length>
<msgtype> <operation request name>
OPERATION ID: <opid> INVOKE ID: <invokeid>
OP LEN: <oplen> ARG LEN: <arglen>
<dbname>
<dbdata>
<opdata>
Example

In this example, a node class trace log is generated due to an incoming node

class message.

OAIN609 JAN24 07:46:17 8701 INFO OAP NODE MSG DUMP
OAP OG NODE CLASS MESSAGE
CLASSID: 1 OPTIONS: 0
LENGTH: 36 OFFSET: 16
MSG REL: 1 MSG INC: 0
SND REL: 1 SND INC: 0
SRC NODEID: 32 SEQ NUM: 0
DEST NODEID: 0
MSG LEN: 27
Invoke Node RTS Request
OPERATION ID: 0110 INVOKE ID: 0139
OP LEN: 22 ARG LEN: 10
Time DB
1E01 0600 0B13 OFOF 2A09
82A11600020239010202100182040A001E0106000B130F0F2A09
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OAING609 (continued)

Field descriptions

The following table explains each of the fields in the log report:

(Sheet 1 of 2)

DEST NODEID:
<dest_node_id>

MSG LEN: <length>
<msgtype>

<operation request name>
OPERATION ID: <opid>
INVOKE ID: <invokeid>
OP LEN: <oplen>

ARG LEN: <arglen>

<dbname>

Defined in Table
OANODINV
(NODEID)

0to 32, 767

Refer to OAP Spec
Refer to OAP Spec
Refer to OAP Spec
#0100 to #FFFF
0to 32, 767

0to 32, 767

Refer to OAP Spec

Field Value Description
<msgdir> Variable Describes class and direction of message
CLASSID: <msgclassid> #01, #04, #05 Class of message identifier
OPTIONS: <options> 0to 32, 767 Message options data
LENGTH: <msglen> 0to 32, 767 Length
OFFSET: <msgoffset> 0to 32, 767 Offset
MSG REL: <release> 0 to 255 Message protocol release number
MSG INC: <increment> 0 to 255 Message protocol increment number
SND REL: <release> 0 to 255 Senders protocol release number
SND INC: <increment> 0 to 255 Message protocol increment number
SRC NODEID: Defined in Table Source node identifier
<source_node_id> OANODINV

(NODEID)
SEQ NUM: <segnum> Variable Sequence number

Destination node identifier

Message length
Message type
Operation request name
Operation Id

Invoke Id

Operation length
Argument length

Data block name
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(Sheet 2 of 2)

Field Value Description

<dbdata> Refer to OAP Spec Data block hex data

<opdata> Refer to OAP Spec  Operation hex data
Action

This log is generated when data communications processes a hode class
message specifying nodes have been selected for tracing via the OSSAIN
command increment. This log displays the OAP message in a formatted
manner consisting of the node class header and formatted operation data. The
operation data area will vary depending on the message contents.

The text area at the beginning of the log will indicate whether the message was
originated from the DMS (OG - outgoing) or from a service node (IC -
incoming).

Associated OM registers
None
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OAING610
Explanation
The Operator Advanced Intelligent Network (OAIN) subsystem generates this
log when data communications message tracing has been enabled for the
session pool or node specified by an incoming or outgoing session pool class
message.
Format
The format for log report OAIN610 follows:
OAING610 JAN24 07:46:17 8701 INFO DATA OAP SESN POOL MSG DUM
<msgdir>
CLASSID: <msgclassid> OPTIONS:  <options>
LENGTH: <msglen> OFFSET: <msgoffset>
MSG REL: <release> MSG INC: <increment>
SND REL: <release> SND INC: <increment>
SRC NODEID: <source_node_id> SEQ NUM: <segnum>
DEST NODEID: <dest_node_id>
POOLID: <sessplid>
MSG LEN: <length>
<msgtype> <operation request name>
OPERATION ID:  <opid> INVOKE ID: <invokeid>
OP LEN: <oplen> ARG LEN: <arglen>
<dbname>
<dbdata>
<opdata>
Example

In this example, a session pool class trace log is generated due to an incoming
session pool class message.
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OAIN610 (continued)

OAIN610 JAN24 07:46:17 8701 INFO DATA OAP SESN POOL MSG DUMP
OAP IC SESSION POOL CLASS MESSAGE
CLASSID: 4 OPTIONS: 0
LENGTH: 48 OFFSET: 26
MSG REL: 1 MSG INC: 0
SND REL: 1 SND INC: 0
SRC NODEID: 0 SEQ NUM: 1
DEST NODEID: 32
POOLID: 0
MSG LEN: 27
Invoke Session Initiation Request
OPERATION ID: 060F INVOKE ID: 010D
OP LEN: 24 ARG LEN: 12
Network Service DB
0F01 0200 0500
Charge Status DB
0AO01 0200 FFO0
82A1180002020D0102020F0682040C000F01020005000A010200FF00

Field descriptions
The following table explains each of the fields in the log report:

(Sheet 1 of 2)

Field Value Description
<msgdir> Variable Describes class and direction of message
CLASSID: <msgclassid> #01, #04, #05 Class of message identifier
OPTIONS: <options> 0to 32, 767 Message options data
LENGTH: <msglen> 0to 32, 767 Length
OFFSET: <msgoffset> 0to 32, 767 Offset
MSG REL: <release> 0 to 255 Message protocol release number
MSG INC: <increment> 0 to 255 Message protocol increment number
SND REL: <release> 0 to 255 Senders protocol release number
SND INC: <increment> 0 to 255 Message protocol increment number
SRC NODEID: Defined in Table Source node identifier
<source_node_id> OANODINV

(NODEID)
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(Sheet 2 of 2)

<msgtype>

<operation request name>
OPERATION ID: <opid>
INVOKE ID: <invokeid>
OP LEN: <oplen>

ARG LEN: <arglen>

Refer to OAP Spec
Refer to OAP Spec
Refer to OAP Spec
#0100 to #FFFF
0to 32, 767

0to 32, 767

Field Value Description
SEQ NUM: <segnum> 0to 32, 767 Sequence number
DEST NODEID: Defined in Table Destination node identifier
<dest_node_id> OANODINV
(NODEID)
POOLID: <sessplid> Defined in Table Session pool identifier
OASESNPL
(SESNPLID)
MSG LEN: <length> 0 to 32, 767 Message length

Message type
Operation request name
Operation Id

Invoke Id

Operation length

Argument length

<dbname> Refer to OAP Spec Data block name

<dbdata> Refer to OAP Spec Data block hex data

<opdata> Refer to OAP Spec  Operation hex data
Action

This log is generated when data communications processes a session pool
class message specifying a session pool or node has been selected for tracing
by the OSSAIN command increment. This log displays the OAP message in
a formatted manner consisting of the session pool class header and formatted
operation data. The operation data area will vary depending on the message
contents.

The text area at the beginning of the log will indicate whether the message was
originated from the DMS (OG - outgoing) or from a service node (IC -
incoming).

Associated OM registers

None
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OAIN611

Explanation

Format

Example

The Operator Advanced Intelligent Network (OAIN) subsystem generates this
log when data communications message tracing has been enabled and a
message of undetermined format is processed.

The format for log report OAIN611 follows:

OAIN611 JAN24 07:46:17 8701 INFO OAP UNKNOWN MSG DUMP
<msgdir>
MSG LEN: <length>
<msgdata>

In this example, data communications tracing has been enabled and a message
with an invalid class identifier has been processed.

OAIN611 JAN24 07:46:17 8701 INFO OAP UNKNOWN MSG DUMP
OAP IC MESSAGE
MSG LEN: 15
11110000180012000001000100000200000082A2080002020F0182040000

Field descriptions

The following table explains each of the fields in the log report:

Field Value Description
<msgdir> Variable Describes direction of message
MSG LEN: <length> 0to 32, 767 Message length
<msgdata> N/A Message hex data
Action

This log is generated whenever data communications tracing has been enabled
and a message of undetermined format is processed. The length of the
message is displayed and the message is dumped in hex format.

The text area at the beginning of the log will indicate whether the message was
originated from the DMS (OG - outgoing) or from a service node (IC -
incoming).
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OAIN611 (end)

Associated OM registers
None
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OAIN612

Explanation
The Operator Advanced Intelligent Network (OAIN) subsystem generates this
log when an internal audit process determines that the state of a queuing agent
(the internal queuing mechanism used to represent a session) does not match
the state of the Virtual Terminal Identifier (VID) that is associated with the
session. The VID is the internal data communications representation of the
session that is also used to refer to the call utilizing the specified session.

Format
The format for log report OAIN612 follows:

OAIN612 mmmdd hh:mm:ss ssdd INFO AGENT STATE MISMATCH
STATE OF OSSAIN QUEUING AGENT DOES
NOT MATCH ITS EXPECTED VALUE OF LINKEDTOCPTLB.
AGENT NUMBER: <agent num>
SESSION POOL: <sessplid>
SESSION ID: <sessionid>
VID STATE: <vidstate>

Example
An example of log report OAIN612 follows:

OAIN612 JAN24 07:46:17 8701 INFO AGENT STATE MISMATCH
STATE OF OSSAIN QUEUING AGENT DOES
NOT MATCH ITS EXPECTED VALUE OF LINKEDTOCPTLB.
AGENT NUMBER: 48
SESSION POOL: 2
SESSION ID: 5
VID STATE: 0
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Field descriptions
The following table explains each of the fields in the log report:

Field Value Description

INFO AGENT STATE constant Mandatory. This field indicates that there is
MISMATCH an agent state mismatch.

STATE OF OSSAIN QUEUING  constant Mandatory. This field indicates that a
AGENT DOES NOT MATCH mismatch has occurred in the internal

ITS EXPECTED VALUE OF system software.

LINKEDTOCPTLB.

AGENT NUMBER 0-8190 Mandatory. This field indicates the internal
agent number range.

SESSION POOL numeric Mandatory. This field indicates the session
pool identifier that is defined in field
SESNPLID of table OASESNPL.

SESSION ID 0-1022 Mandatory. This field indicates the session
identifier.
VID STATE 0-9 Mandatory. This field indicates the

call/session state.

Action
This log is only displayed in the rare instance in which internal resources are
not properly freed or initialized. When it is generated, operating company
personnel should contact a regional Northern Telecom (NORTEL) customer
representative to arrange contact with the NORTEL support group for further
investigation.

Associated OM registers
None
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OAING613

Explanation

The Operator Advanced Intelligent Network (OAIN) subsystem generates this
log when an internal audit process determines that the state of a Virtual
Terminal Identifier (VID) indicates that the specified session is in use by a call
or could be utilized by a call when the session pool is not in an in-service state.
The VID is the internal data communications representation of the session that
is also used to refer to the call utilizing the specified session.

The OAIN subsystem also generates this log when the state of a VID indicates
that the specified session cannot be utilized by a call when the session pool is
actually in-service and the session is in the range of sessions allocated for use.

Format
The format for log report OAIN613 follows:

OAIN613 mmmdd hh:mm:ss ssdd INFO VID STATE MISMATCH
STATE OF OSSAIN VID DOES NOT
MATCH ITS EXPECTIED VALUE.
SESSION POOL: <sessplid>
SESSION ID: <sessionid>
CURRENT STATE: <vidstate>
EXPECTED STATE: <vidstate>

Example
An example of log report OAIN613 follows:

OAIN613 JAN24 07:46:17 8701 INFO VID STATE MISMATCH
STATE OF OSSAIN VID DOES NOT
MATCH ITS EXPECTED VALUE.
SESSION POOL: 2
SESSION ID: 5
CURRENT STATE: 5
EXPECTED STATE: 2
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Field descriptions
The following table explains each of the fields in the log report:

Field Value Description

INFO VID STATE MISMATCH constant Mandatory. This field indicates that there is
a VID state mismatch.

STATE OF OSSAIN VID DOES  constant Mandatory. This field indicates that the

NOT MATCH ITS EXPECTED state of the OSSAIN VID does not match its

VALUE. expected value.

SESSION POOL numeric Mandatory. This field indicates the session

pool identifier that is defined in field
SESNPLID of table OASESNPL.

SESSION ID 0-1022 Mandatory. This field indicates the session
identifier.
CURRENT STATE 0-9 Mandatory. This field indicates the current

state of the session.

EXPECTED STATE 0-9 Mandatory. This field indicates the
expected state of session.

Action

This log is only displayed in the rare instance in which internal resources are
not properly freed or initialized. When it is generated, operating company
personnel should contact a regional Northern Telecom (NORTEL) customer
representative to arrange contact with the NORTEL support group for further
investigation.

Associated OM registers
None

297-8021-840 Standard 14.02 May 2001



Log reports 1-199

OAING614

Explanation

The Operator Advanced Intelligent Network (OAIN) subsystem generates this
log when the Digital Multiplex System (DMS) switch changes the Open
Automated Protocol (OAP) version that is being used for communication with
a service node (SN) or session pool. This change occurs when the OAP
version is renegotiated between the DMS switch and an SN.

Note: For more information about OAP negotiation, refer to@Q&SAIN
Open Automated Protocol Specificatidils: Q235-1.

Format
The format for log report OAIN614 follows:

OAIN614 mmmdd hh:mm:ss ssdd INFO OAP PROTOCOL VERSION
CHANGE
NODE NAME: <nodename> NODE ID: <nodeid>
SESSION POOL NAME: <sessplnm> SESSION POOL ID: <sessplid>
PREVIOUS PROTOCOL RELEASE: <release>
PREVIOUS PROTOCOL INCREMENT:  <increment>
NEW PROTOCOL RELEASE: <release>
NEW PROTOCOL INCREMENT: <increment>

Example
An example of log report OAIN614 follows:

OAIN614 AUG21 10:35:00 6500 INFO OAP PROTOCOL VERSION CHANGE
NODE NAME: NODE_01 NODE ID: 1
SESSION POOL NAME: BRANDSP1 SESSION POOL ID: 1
PREVIOUS PROTOCOL RELEASE: 2
PREVIOUS PROTOCOL INCREMENT: 0
NEW PROTOCOL RELEASE: 1
NEW PROTOCOL INCREMENT: 0

Note: In this example, the DMS switch has changed the OAP version that
is used to communicate with session pool BRANDSP1 from 2.0 to 1.0.
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OAING614 (continued)

Field descriptions

The following table explains each of the fields in the log report:

SESSION POOL NAME

SESSION POOL ID

PREVIOUS PROTOCOL
RELEASE

PREVIOUS PROTOCOL
INCREMENT

NEW PROTOCOL RELEASE

NEW PROTOCOL
INCREMENT

alphanumeric (up
to sixteen
characters)

numeric

0-255

0-255

0-255

0-255

Field Value Description
NODE NAME alphanumeric (up This field displays the name of the SN.
to twelve Names appearing in this field are defined in
characters) the NODENAME field of table OANODINV.
Refer to table OANODINV in the
Translations Guide.
NODE ID numeric This field displays the node identifier

associated with the SN. Values appearing
in this field are defined in the NODEID field
of table OANODINV. Refer to table
OANODINYV in the Translations Guide.

This field displays the name of the session
pool. Names appearing in this field are
defined in the SESNPLNM field of table
OASESNPL. Refer to table OASESNPL in
the Translations Guide.

This field displays the session pool identifier
associated with a given session pool.
Values appearing in this field are defined in
the SESNPLID field of table OASESNPL.
Refer to table OASESNPL in the
Translations Guide.

This field displays the protocol release that
was used between the DMS switch and the
SN before the protocol was changed.

This field displays the protocol increment
that was used between the DMS switch and
the SN before the protocol was changed.

This field displays the protocol release that
is used between the DMS switch and the SN
after the protocol is changed.

This field displays the protocol increment
that is used between the DMS switch and
the SN after the protocol is changed.
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Action

The purpose of this log is to inform operating company personnel that OAP
version renegotiation has been performed between the DMS switch and the
SN. Generally, no action is required when this log is generated.

If a maintenance action performed at the MAP (maintenance and
administration position) terminal fails because of protocol version
incompatibility, renegotiation takes place.

Subsequently, log OAIN614 is generated. If the maintenance action is
repeated, it executes successfully if no other failure reasons exist. Therefore,
itis recommended that the maintenance action be repeated before investigating
the reason for the command failure.

In some instances, log OAP603 is generated with OAIN614. Refer to actions
1 and 2 for log OAP603 in the “OAP log reports" section of this document.

Associated OM registers
None
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OAING615
Explanation
The Operator Advanced Intelligent Network (OAIN) subsystem generates this
log when the Traffic Operator Position System (TOPS) switch denies a request
from an Operator Services System Advanced Intelligent Network (OSSAIN)
service node (SN) to perform Release Link Trunking (RLT) relative to a call.
Note: This log is only associated with RLT Variant 2.
Format
The format for log report OAIN615 follows:
OAIN615 JAN24 07:46:17 8701 INFO RLT REQUEST DENIED
CALLID: <callid>
SN: <node name> SNID: <node id>
SNVL: <vl circuit id>
FN: <function name> SESSPL: <pool id> <pool hame>
CLG: <clg circuitid>  CLD: <cld circuit id>
Example

An example of log report OAIN615 follows:

OAIN615 JAN24 07:46:17 8701 INFO RLT REQUEST DENIED
CALLID: 0302 0011
SN: NAV_LISTING_SVCS SNID: OSN 6
SNVL: CKT OSSAINVL 22
FN: YELLOW_PAGES  SESSPL: 4 LISTING_SERVICES
CLG: CKT ISUPIC 34  CLD: CKT ISUPOG 11

Field descriptions
The following table explains each of the fields in the log report:

(Sheet 1 of 2)

Field Value Description

INFO RLT REQUEST DENIED  constant Request to release link trunk was denied.

CALLID <callid> 0000 0000to FFFF  Mandatory. This field displays the Digital
FFFF Multiplex System (DMS) call identifier.
(hexadecimal data)
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OAING615 (continued)

(Sheet 2 of 2)

Field

Value

Description

SN <node name>

SNID <node id>

SNVL <vl circuit id>

FN <function name>

SESSPL

CLG <clg circuit id>

CLD <cld circuit id>

node name
(alphanumeric)

node identifier
(alphanumeric)

voice link circuit
identifier
(alphanumeric)

function name
(alphanumeric)

pool identifier
(numeric)

pool name
(alphanumeric)

calling circuit
identifier
(alphanumeric)

called circuit
identifier
(alphanumeric)

Mandatory. This field displays the OSSAIN
service node name. The NODENAME field,
in Table OANODINV, defines valid values
for this field.

Mandatory. This field displays the OSSAIN
service node identifier. The NODEID field,
in Table OANODINV, defines valid values
for this field.

Mandatory. This field displays the OSSAIN
service node voice link. The MEMVAR field,
in Table TRKMEM, defines valid values for
this field.

Mandatory. This field displays the function
name that is associated with the call. The
FUNCNAME field, in Table OAFUNDEF,
defines valid values for this field.

Mandatory. This field consists of two
components: pool identifier and pool name.
Values and descriptions follow.

Mandatory. This component displays the
session pool identifier. The SESNPLID
field, in Table OASESNPL, defines the valid
values for this component.

Mandatory. This component displays the
session pool name associated with the
session pool identifier. The SESNPLNM
field, in Table OASESNPL, defines valid
values for these fields.

Mandatory. This field displays the calling
party trunk identifier. The MEMVAR field, in
Table TRKMEM, defines valid values for this
field.

Mandatory. This field displays the called
party trunk identifier. The MEMVAR field, in
Table TRKMEM, defines valid values for this
field.
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Action

When the OAIN subsystem generates this log, operating company personnel
should check trunk datafill to ensure proper routing of calls that are RLT
capable. Ensure that RLT Variant 2 datafill (the RLT field setto RLT_FAR) is
specified in table ISUPTRK.

Associated OM registers
None

Additional information

Release history
TOPS07
This log was introduced in TOPSO07.
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OAING24

Explanation

Format

Example

This log is generated when an MIS buffer is sent to the MIS node. The log
generates the date and time that the transmission was attempted and dumping
of the OAP class and operation headers and the Information data block.

The format for log report OAIN624 follows:

OAIN624 mmmdd hh:mm:ss ssdd INFO OAP MIS MSG DUMP

<msgdir>

CLASSID: <msgclassid> OPTIONS: <options>
LENGTH: <msglen> OFFSET: <msgoffset>
MSG REL: <release> MSG INC: <increment>
SND REL: <release> SND INC: <increment>

SRC NODEID: <source_node_id>
DEST NODEID: <destination_node_id>

MSG LEN: <length>

<msgtype> <operation request name>

OPERATION ID: <opid> INVOKE ID: <invokeid>
OP LEN: <oplen> ARG LEN: <arglen>
<dbname>

<dbdata>

<opdata>

An example of log report OAIN624 follows:

OAIN624 APR14 13:43:54 0510 INFO OAP MIS MSG DUMP

OAP OG MIS CLASS MESSAGE

CLASSID: 8 OPTIONS: 0
LENGTH: 42 OFFSET: 18
MSG REL: 5 MSG INC: 0
SND REL: 5 SND INC: 0

SRC NODEID: 60

DEST NODEID: 38

MSG LEN: 24

Invoke MIS OSSAIN Inform

OPERATION ID: 010D INVOKE ID: 7FFF

OP LEN: 26 ARG LEN: 14

Information ID DB

5701 0A00 0DO01 362B 0462 O00E 7C3A
82A11A000202FF7F02020D0182040E0057010A000D01362B0462000E
7C3A
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OAING624 (continued)

Field descriptions
The following table explains each of the fields in the log report:

(Sheet 1 of 2)

Field

Value

Description

INFO OAP MIS MSG DUMP

<msgdir>

CLASSID <msgclassdir>

OPTIONS <options>

LENGTH <msglen>

OFFSET <msgoffset>

MSG REL <release>

MSG INC <increment>

SND REL <release>

SND INC <increment>

SRC NODEID

<source_node_id>

DEST NODEID

<destination_node_id>

MSG LEN <length>

<msgtype >

<operation request name>

constant

28 alphanumeric
characters

28 alphanumeric
characters

8 characters

0 to 32,767
0to 32,767

0 to 255

0 ti 255

0 to 255

0 to 255
Refer to table
OANODINV
Refer to table
OANODINV
0to 32,767
Refer to the OAP

specification.

Refer to the OAP
specification.

An MIS buffer is sent to the MIS node.

Mandatory. This field describes the class
and direction of the message

Mandatory. This field describes the MIS
class message identifier.

Mandatory. Message options data.

Mandatory. This field displays the length.
Refer to the OAP specification.

Mandatory. This field displays the offset.
Refer to the OAP specification.

Mandatory. This field indicates the
message protocol release number.

Mandatory. This field indicates the
message protocol increment number.

Mandatory. This field indicates the sender's
protocol release number.

Mandatory. This field indicates the sender's
protocol increment number.

Mandatory. This field indicates the OSSAIN
source node id defined in table OANODINV.

Mandatory. This field indicates the OSSAIN
destination node id defined in table
OANODINV.

Mandatory. This field displays the message
length.

Mandatory. This field displays the message
type.

Mandatory. This field displays the operation
request name.
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(Sheet 2 of 2)

Field Value Description
OPERATION ID <opid> #010D Mandatory. This field displays the MIS
OSSAIN inform ID.
INVOKE ID <invokeid> #0100 to #FFFF Mandatory. This field displays the invoke
ID. Refer to the OAP specification.
OP LEN <oplen> 0 to 32,767 Mandatory. This field displays the operation
length. Refer to the OAP specification.
ARG LEN <length> 0to 32,767 Mandatory. This field displays the argument
length. Refer to the OAP specification.
<dbname> Information ID DB~ Mandatory. This field displays the data
block name.
<dbdata> Refer to the OAP Mandatory. This field displays the data
specification. block hex data.
<opdata> Refer to the OAP Mandatory. This field displays the operaton
specification. hex data.
Action
None

Associated OM registers
None

Additional information

Release history
TOPS10
This log was created by feature AF7439.
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OAING625
Explanation
This log is generated when the switch makes the voice link selection but cannot
connect to a voice channel because all circuits are busy.
Format
The format for log report OAIN625 follows:
OAIN625 JAN24 07:46:17 8701 INFO VOICE TRUNK BUSY
ALL CIRCUITS ARE BUSY
SN: <node name>
FUNCTION: <function name>
CLLI: <voice trunk name>
Example

An example of log report OAIN625 follows:

OAING25 JAN24 07:46:17 8701 INFO VOICE TRUNK BUSY
ALL CIRCUITS ARE BUSY

SN: NODE_1

FUNCTION: CLG_CARD

CLLI: VL_X

Field descriptions
The following table explains each of the fields in the log report:

Field Value Description
SN name from Service node name datafilled in table
OANODINV OANODINV.
FUNCTION name from Function name, which is the key to table
OAFUNDEF OAFUNDEF.
CLLI name from CLLI Voice trunk name from table CLLI
Action

Ensure enough voice links are available for the SN and function indicated in
the log. For SN applications (functions) that require a voice link connection on

every call, it is recommended that the number of voice links available for the
function is equal to the maximum number of SN sessions serving that function.
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For further information, refer to functionality OSSAIN 11 Enhancements,
OSANO0006, in the applicable manual as follows:

« NA DMS-100 Translations Guide, 297-8021-350
« GTOP DMS-100 Translations Guide, 297-8441-350

For OSSAIN basic datafill, refer to functionality OSSAIN 07 Enhancements,
OSANO0003, in the above manuals.

Associated OM registers
None

Additional information

History
TOPS11
This log was created by feature AF7714 in functionality OSSAIN 11
Enhancements, OSANOOOG.
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OAIN700
Explanation
The Operator Advanced Intelligent Network (OAIN) subsystem generates this
log when an Operator Services System Advanced Intelligent Network
(OSSAIN) maintained service node requests that the DMS generate a log.
Format
The format for log report OAIN700 follows:
OAIN700 mmmdd hh:mm:ss nnnn INFO OSNM REPORT
SN: <SN name> SNID: <SN identifier>
<Line of ASCII text>
Example

An example of log report OAIN700 follows:

OAIN700 JUL29 16:58:38 3486 INFO OSNM REPORT
SN: BRTPH72 SNID: OSNM 3
CRITICAL RESOURCE FAILURE DUE TO SOFTWARE ERROR

Field descriptions
The following table explains each of the fields in the log report:

(Sheet 1 of 2)

Field Value Description

mmmdd The first 3 The current month and day of the month
characters of the
current month
followed by the
current day of the

month
hh:mm:ss The current hour, The current hour, minute, and second of the
minute, and day

second of the day

nnnn The log report The log report sequence number
sequence number

<SN name> An OSSAIN SN The name of the OSSAIN SN that made the
name that is log report request
datafilled in Table
OANODINV
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OAIN700 (end)

(Sheet 2 of 2)

Field

Value Description
<SN identifier> The SNtype {OSN, The identifier of the OSSAIN SN that made
OSNM, OSAC} the log report request
followed by

external node
number {0 to 31}

<Line of ASCII text> ASCII characters The verbatim line of text sent from the SN to

the DMS. Up to 3 lines of ASCII text can be

printed and each line can contain up to 80
characters.

Action
None

Associated OM registers
None
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OAIN701
Explanation
The Operator Advanced Intelligent Network (OAIN) subsystem generates this
log when an Operator Services System Advanced Intelligent Network
(OSSAIN) session pool requests that the DMS generate a log.
Format
The format for log report OAIN701 follows:
OAIN701 mmmdd hh:m:ss nnnn INFO SESSION POOL REPORT
SP: <SP name> SPID: <SP number>
<Line of ASCII text>
Example

An example of log report OAIN701 follows:

OAIN701 JUL29 16:58:38 3486 INFO SESSION POOL REPORT
SP: PH98_ORIG_SP SPID: 6
NUMBER OF ACTIVE SESSIONS WILL DECREASE AT 1600

Field descriptions
The following table explains each of the fields in the log report:

(Sheet 1 of 2)

Field Value Description

mmmdd The first 3 The current month and day of the month
characters of the
current month
followed by the
current day of the

month
hh:mm:ss The current hour, The current hour, minute, and second of the
minute, and day

second of the day

nnnn The log report The log report sequence number
sequence number

<SP name> A session pool The name of the OSSAIN session pool that
name that is made the log report request
datafilled in Table
OASESNPL

297-8021-840 Standard 14.02 May 2001



Log reports  1-213

OAIN701 (end)

(Sheet 2 of 2)

Field Value

Description

<SP number> A session pool

number that is
datafilled in Table
OASESNPL

<Line of ASCII text> ASCII characters

The number of the OSSAIN session pool
that made the log report request

The verbatim line of text sent from the SP to
the DMS. Up to 3 lines of ASCII text can be

printed and each line can contain up to 80
characters.

Action
None

Associated OM registers
None
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OAPG600
Explanation
The Open Automated Protocol (OAP) subsystem generates this report when an
invalid value is received in an OAP message field. If the invocation ID of the
operation in question could not be determined, the operation is discarded (for
example, not processed by OSSAIN Call Processing). If the invocation ID of
the operation could be determined, a Reject operation is returned to the sender
(the operation is still discarded, but it is possible that the sending node will
resend or take an alternate action). In either case, the section “Actions" should
be performed, as the operation of the service being performed by the sending
node is likely being impacted (the severity of the impact of the event logged
cannot be determined by the log alone, as OAP messaging is a framework for
general service/application development).
Format
The format for log report OAP600 follows:
Note 1: POOLID and POOLNAME are not displayed for Node Class
messages.
Note 2: SESSION, CALL ID, FUNCID, and FUNCNAME are displayed
for Call Processing Class messages only.
OAP600 mmmdd:hh:mm:ss ssdd INFO OAP Protocol Violation
CLASS: <Classld> INVOKE ID: <InvokelD>
NODEID: <Nodeld> NODE NAME: <NodeName>
RELEASE: <MsgRel> INCREMENT: <Msglncr>
POOLID: <PoollD> POOLNAME: <PoolName>
SESSION: <SessionID> CALL ID: <CalllD>
FUNCID: <Function> FUNCNAME: <FunctionName
OP TYPE: <OpType>
OP ID: <OpID> OP NAME: <OpName>
FIELD ID: <FieldName> FIELD VAL: {on next line}
<FieldVal>
RESULT: <OperationResult>
PROBLEM: <ProblemText>
<OpData>
Example

In the following example, the DMS switch received a message from a Service
Node that included an operation with an invalid argument length. The message
was sent from Service Node SN_1, function 12, requesting Session Initiation
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OAPG00 (continued)

operation. This log provides the node name, the session, and the message
protocol release and increment, allowing identification of both the sending
process and the attempted protocol. From the Result field, it is clear that the
switch sent a Reject in response to the operation (InvokelD = 010A).

OAPG600 JUN21 12:07:05 2134 INFO OAP Protocol Violation

CLASS: 5 INVOKE ID: 010A
NODEID: 3 NODE NAME: SN_1
RELEASE: 1 INCREMENT: O
POOLID: 15 POOLNAME: SP_15
SESSION: 0 CALL ID: #7700 #0000
FUNCID: 12 FUNCNAME: Func_12
OP TYPE: INVOKE

OP ID: 060F OP NAME: Session Initiation
FIELD ID: Arg Len FIELD VAL: {on next line}
00

RESULT: Operation Rejected

PROBLEM: Invalid Value

A182 0016 0202 0100 0202 060F 0482 0000
010F 0006 1234 5678 9ABC

Field descriptions
The following table explains each of the fields in the log report:

(Sheet 1 of 2)

Field Value Description
Class: <ClassID> 1 (Node),4 Class of the message
(Session Pool), or
5 (Call Processing)
Invoke ID: <InvokelD> #0000 to #FFFF InvokelD value. Valid range is #0100 -
#FFFF.
NodelD: <NodelD> Oto31 Node ID value
Node Name: <Nodename> Defined in Table Sender's Node Name
OANODINV
(NODENAME)
Release: <MsgRel> 0 to 255 Protocol release of the message
Increment: <Msglncr> 0 to 255 Protocol increment of the message
PoollD: <Pool> Defined in Table Session Pool Identifier
OASESNPL
(SESNPLID)
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OAPG600 (continued)

(Sheet 2 of 2)

Op Type: <OpType>

Op ID: <OpID>

Op Name: <OperationName>

Field ID: <Name>

Field Val: <Fieldval>

Result: <Result>

Problem: <ProblemText>

<OpData>

Invoke,Return
Result,Return
Error,Reject

#0000 to #FFFF

Refer to OSSAIN
Open Automated
Protocol, NIS:
Q235-1.

Refer to OSSAIN
Open Automated
Protocol, NIS:
Q235-1.

Refer to OSSAIN
Open Automated
Protocol, NIS:
Q235-1.

Operation

Discarded,Operati

on Rejected
Variable

Hex

Field Value Description
PoolName: <PoolName> N/A Session Pool Name
Session: <Session> #0000 to #FFFF Session ID
Call ID: <CalllD> #00000000 to Call ID
#FFFFFFFF
FunclD: <Function> Defined in Table Function ID
OAFUNDEF
(FUNCID)
FuncName: <Function Name>  Defined in Table Function Name
OAFUNDEF
(FUNCNAME)

Op Type (ROSE APDU type)

Operation value for Invokes

OAP Operation Name

OAP Field Name

Hex dump of field. See OSSAIN Open
Automated Protocol, NIS: Q235-1, for field
data format (e.g. BCD, numeric, etc.).

DMS switch response to operation

Problem text description

Hex dump of operation
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Action
This error indicates that invalid data is being sent by the sending node. The
following should be checked:

1. Itshould be verified that the proper software load is resident in the sending
node.

2. The error should be validated in the OSSAIN Open Automated Protocol
document, NIS: Q235-1, and in the application documentation provided
with the sending node. Different message fields have different validation
criteria.

3. Other Logs and OMs (including OM groups OAPMERRS, OAPMERRN,
OAPMTYPN, and OAPMTYPS) should be checked to determine if this
event is related to another problem.

4. Related datafill and software switches (such as CM SOC settings) should
be verified to be properly set on both the sending and receiving nodes.

Associated OM registers
Operation Rejects indicated in the Result field of this log will be pegged in
OGREJECT, in OM group OAPMTYPS (and corresponding peg of
NOREJCT in OM group OAPMTYPN). Also, one or more of the following
OMs in OM group OAPMERRS will be pegged depending on the OpType and
Field Name of the error: INVKERR, RRESLTER, RERRORER, REJECTER,
INVLFN, INVLTSK, INVLOPHD, and INVLFLD. Likewise on a node basis,
one or more of the following OMs in OM group OAPMERRN will be pegged
depending on the OpType and Field Name of the error: NINVKER,
NRESLTER, NERRORER, NREJCTE, NINVTSK, NINVOPHD, and
NINVDFD.

DMS-100 Family NA10O Log Report Reference Manual Volume 6 of 8 LET0015 and up



1-218 Log reports

OAPG601
Explanation
The Open Automated Protocol (OAP) subsystem generates this report when an
unrecognized OAP operation is requested. This log indicates sending nodes
are attempting operations that the switch does not recognize.
Format
The format for log report OAP601 follows:
Note 1: POOLID and POOLNAME are not displayed for Node Class
messages.
Note 2: SESSION, CALL ID, FUNCID, and FUNCNAME are displayed
for Call Processing Class messages only.
OAP601 mmmdd:hh:mm:ss ssdd INFO Unrecognized OAP Operation
CLASS: <ClassID> INVOKE ID: <InvokelD>
NODEID: <NodelD> NODE NAME: <NodeName>
RELEASE: <MsgRel> INCREMENT: <Msglincr>
POOLID: <PoollD> POOLNAME: <PoolName>
SESSION: <SessionID> CALL ID: <CalliD>
FUNCID: <FunclD> FUNCNAME: <FuncName>
OP ID: <OPID>
<OPData>
Example

In the following example, the DMS switch received a message from a Service
Node SN_1 that included an unrecognized operation 1700. The switch
Rejected the request.

OAP601 JUN24 11:47:38 2133 INFO Unrecognized OAP Operation

CLASS: 5 INVOKE ID: 0200
NODEID: 3 NODE NAME: SN_1
RELEASE 1 INCREMENT: 0
POOLID: 15 POOLNAME: SP_15
SESSION: 20 CALL ID: #7700 #2300
FUNCID: 32 FUNCNAME: FUNC_32
OP ID: 1700

A182 0014 0202 9108 0202 1700 0482 0008
0169 0004 1234 5678
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OAPG01 (continued)

Field descriptions

The following table explains each of the fields in the log report:

Field

Value

Description

Class: <ClassID>

Invoke ID: <InvokelD>
NodelD: <NodelD>

Node Name: <Nodename>

Release: <MsgRel>
Increment: <Msglincr>

PoollD: <Pool>

PoolName: <PoolName>
Session: <Session>

Call ID: <CalllD>

FunclD: <Function>

FuncName: <Function Name>

Op ID: <OpID>

<OpData>

1 (Node),4
(Session Pool), or

5 (Call Processing)

#0000 to #FFFF
Oto 31

Defined in Table
OANODINV
(NODENAME)

0 to 255
0 to 255

Defined in Table
OASESNPL
(SESNPLID)

N/A
#0000 to #FFFF

#00000000 to
#FFFFFFFF

Defined in Table
OAFUNDEF
(FUNCID)

Defined in Table
OAFUNDEF
(FUNCNAME)

#0000 to #FFFF

Hex

Class of the message

InvokelD value
Node ID value

Sender's Node Name

Protocol release of the message
Protocol increment of the message

Session Pool Identifier

Session Pool Name
Session ID

Call ID

Function ID

Function Name

Operation value for Invokes

Hex dump of operation
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Action
This error indicates that invalid data is being sent by the sending node. The
following should be checked:

1. Itshould be verified that the proper software load is resident in the sending
node.

2. The error should be validated in the OSSAIN Open Automated Protocol
document, NIS: Q235-1, and in the application documentation provided
with the sending node.

3. Other Logs and OMs (including OM groups OAPMERRS, OAPMERRN,
OAPMTYPN, and OAPMTYPS) should be checked to determine if this
event is related to another problem.

4. Related datafill and software switches (such as CM SOC settings) should
be verified to be properly set on both the sending and receiving nodes.

Associated OM registers
OGREJECT, in OM group OAPMTYPS; NOREJCT, in OM group
OAPMTYPN; UNKWNOP, in OM group OAPMERRS; and NUNKNOP, in
OM group OAPMERRN will be pegged.
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OAP602

Explanation

Format

Example

CLASS:
NODEID:
RELEASE:
POOLID:
SESSION:
FUNCID:
OP TYPE:
OP ID:

DB ID:
FIELD ID:
<Fieldval>
<DBData>

<Classld>
<Nodeld>
<MsgRel>
<PoollD>

<Session|D>

<Function>
<OpType>
<OpID>

<DBID>

<FieldName>

The format for log report OAP602 follows:

INVOKE ID:

NODE NAME:
INCREMENT:

POOLNAME:
CALL ID:
FUNCNAME:

OP NAME:

Result:

FIELD VAL:

The Open Automated Protocol (OAP) subsystem generates this report when an
OAP operation request from a sending node either includes a data block that is
not recognized as being associated with the requested operation/response or
excludes a data block that is required (mandatory) with the requested
operation.

Note 1: POOLID and POOLNAME are not displayed for Node Class
messages.

Note 2: SESSION, CALL ID, FUNCID, and FUNCNAME are displayed
for Call Processing Class messages only.

OAP602 mmmdd:hh:mm:ss ssdd INFO Data Block Error

<InvokelD>
<NodeName>
<Msglincr>
<PoolName>
<CalllD>
<FunctionName

<OpName>
<DB error type>
{on next line}

In the following example, the DMS switch received a message from a Service
Node SN_2 for operation that included an unexpected data block for that
operation. The switch Rejected the operation request.
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OAPG602 (continued)

OAP602 JUN28 10:47:08 2137 INFO Data Block Error

CLASS:
NODEID:

RELEASE:

POOLID:

SESSION:

FUNCID:
OP TYPE:
OP ID:
DB ID:
Field ID:
0110

5

3

1

15

0

12

INVOKE
060F
0110

46

0110 0002 0202

Field descriptions

INVOKE ID:
NODE NAME:
INCREMENT:
POOLNAME:
CALL ID:
FUNCNAME:

010A
SN_2
0
SP_15
#7700 #0000
Func_12

Session Initiation
Unexpected
{on next line}

OP NAME:
Result:
Field Val:

The following table explains each of the fields in the log report:

(Sheet 1 of 2)

Field

Value

Description

Class: <ClassID>

Invoke ID: <InvokelD>

NodelD: <NodelD>

Node Name: <Nodename>

Release: <MsgRel>
Increment: <Msglincr>

PoollD: <Pool>

PoolName: <PoolName>

Session: <Session>

1 (Node),4
(Session Pool), or

Class of the message

5 (Call Processing)

#0000 to #FFFF

Oto 31

Defined in Table
OANODINV
(NODENAME)

0 to 255
0 to 255

Defined in Table
OASESNPL
(SESNPLID)

N/A

#0000 to #FFFF

InvokelD value. Valid range is #0100 -
#FFFF.

Node ID value

Sender's Node Name

Protocol release of the message
Protocol increment of the message

Session Pool Identifier

Session Pool Name

Session ID
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OAPG602 (continued)

(Sheet 2 of 2)

Field

Value

Description

Call ID: <CalllD>

FuncID: <Function>

FuncName: <Function Name>

Op Type: <OpType>

Op ID: <OpID>

Op Name: <OperationName>

DBID: <DBID>

Result: <Result>

Field NAME: <Name>

Field Val: <Fieldval>

<DBData>

#00000000 to
#FFFFFFFF

Defined in Table
OAFUNDEF
(FUNCID)

Defined in Table
OAFUNDEF
(FUNCNAME)

Invoke,Return
Result,Return
Error,Reject

#0000 to #FFFF

Refer to OSSAIN
Open Automated
Protocol, NIS:
Q235-1.

#0000 to #FFFF

Unrecognized,Bad
Format,Invalid,Out
of
Range,Unexpecte
d,Missing

Refer to OSSAIN
Open Automated
Protocol, NIS:
Q235-1.

Refer to OSSAIN
Open Automated
Protocol, NIS:
Q235-1.

Hex

Call ID

Function ID

Function Name

Op Type (ROSE APDU type)

Operation value for Invokes

OAP Operation Name

Data Block ID. (See OAP Spec, NIS:
Q235-1).

DMS switch response to operation

OAP Field Name

Hex dump of field. See OSSAIN Open
Automated Protocol, NIS: Q235-1, for field
data format (e.g. BCD, numeric, etc.).

Hex dump of data block
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Action
This error indicates that invalid data is being sent by the sending node. The
following should be checked:

1. Itshould be verified that the proper software load is resident in the sending
node.

2. The error should be validated in the OSSAIN Open Automated Protocol
document, NIS: Q235-1, document and in the application documentation
provided with the sending node.

3. Other Logs and OMs (including OM groups OAPMERRS, OAPMERRN,
OAPMTYPN, and OAPMTYPS) should be checked to determine if this
event is related to another problem.

4. Related datafill and software switches (such as CM SOC settings) should
be verified to be properly set on both the sending and receiving nodes.

Associated OM registers
OGREJECT, in OM group OAPMTYPS; NOREJCT, in OM group
OAPMTYPN; UNKWNDB, (or MISSNGDB) in OM group OAPMERRS;
and NUNKNDB, (or NMSNGDB) in OM group OAPMERRN will be pegged.
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OAP603

Explanation

Format

Example

The Open Automated Protocol (OAP) subsystem generates this report when a
Reject is received from another node. This log indicates that the sending node
could not interpret a message it received from the switch. The actions in
section “Action” should be performed, as the operation of the service being
performed by the sending node is likely being impacted (the severity of the
impact of the event logged cannot be determined by the log alone, as OAP
messaging is simply a framework for general service/application
development).

The format for log report OAP603 follows:

OAP603 mmmdd:hh:mm:ss ssdd INFO OAP Reject Received

CLASS: <Classld> INVOKE ID: <InvokelD>
NODEID: <Nodeld> NODE NAME: <NodeName>
RELEASE: <MsgRel> INCREMENT: <MsglIncr>
POOLID: <PoollD> POOLNAME: <PoolName>
SESSION: <Session|D> CALL ID: <CalllD>
FUNCID: <Function> FUNCNAME: <FunctionName

ProblemType: <ProblemType>
RejectReason: <RejectReason>

Note 1: SESSION, CALL ID, FUNCID, and FUNCNAME are displayed for Call
Processing Class messages only.

Note 2: POOLID and POOLNAME are not displayed for Node Class messages.

In the Example log report, the DMS switch received a message from a Service
Node SN_1 indicating the Service Node received a Return Result for an
Operation request that contained a parameter that could not be interpreted.
The message was sent from function 9, Session Pool SP_15, Session 10, with
regard to Call ID 700 0000. For Rejects of Session Begin operations, the
switch performs the actions identified in Table OAFNDISP (See AN1532:
OSSAIN Routing and Queueing). For Rejects of other operation types, no
action other than log generation and OM pegging is performed by the switch.
Details of the original reason for the Reject should be provided by the source
node in its logs (or equivalent error reporting).

An example of log report OAP603 follows:
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OAPG603 (continued)

OAP603 JUN24 11:47:38 2133 INFO OAP Reject Received

CLASS:

NODEID:
RELEASE:
POOLID:
SESSION:
FUNCID:
PROBLEM TYPE:
Reject Reason:

Field descriptions

5
3
1
15
10
9

INVOKE ID:  010A

NODE NAME:  SN_1
INCREMENT: O
POOLNAME: SP_15
CALL ID: #7700 #0000
FUNCNAME: Func_12

ReturnResult Problem
Mistyped Argument

The following table explains each of the fields in the log report:

(Sheet 1 of 2)

Field

Value

Description

Class: <ClassID>

Invoke ID: <InvokelD>

NodelD: <NodelD>

Node Name: <Nodename>

Release: <MsgRel>
Increment: <Msglincr>

PoollD: <Pool>

PoolName: <PoolName>
Session: <Session>

Call ID: <CalllD>

FunclD: <Function>

1 (Node),4
(Session Pool), or

5 (Call Processing)

#0000 to #FFFF

Oto 31

Defined in Table
OANODINV
(NODENAME)

0 to 255
0 to 255

Defined in Table
OASESNPL
(SESNPLID)

N/A
#0000 to #FFFF

#00000000 to
#FFFFFFFF

Defined in Table
OAFUNDEF
(FUNCID)

Class of the message

InvokelD value. Valid range is #0100 -
#FFFF

Node ID value

Sender's Node Name

Protocol release of the message
Protocol increment of the message

Session pool identifier

Tag for next field

Session pool Name
Session ID

Call ID

Function ID
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OAPG603 (continued)

(Sheet 2 of 2)

Field Value Description
FuncName: <Function Name>  Defined in Table Function Name
OAFUNDEF
(FUNCNAME)
Problem Type: <ProblemType> Refer to the ROSE Problem Type
following chart
Reject Reason: Refer to the ROSE Reject Reason
<RejectReason> following chart
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OAPG603 (continued)

ROSE Problem Types and Reject Reasons

PROBLEM TYPE

0 — General Problem

1 — Invoke Problem

2 — ReturnResult Problem
3 — ReturnError Problem

REJECT REASONS

General Problem

0 — Unrecognized APDU

1 — Mistyped APDU

2 — BadlyStructured APDU

Invoke Problem

0 — Duplicate Invocation

1 — Unrecognized Operation

2 — Mistyped Argument

3 — Resource Limitation

4 — Initiator Releasing

5 — Unrecognized LinkID

6 — Linked Response Unexpected
7 — Unexpected Child Operation

ReturnResult Problem

0 — Unrecognized Invocation
1 — ResultResponse Expected
2 — Mistyped Result

ReturnError Problem

0 — Unrecognized Invocation
1 — ErrorResponse Expected
2 — Unrecognized Error

3 — Unexpected Error

4 — Mistyped Parameter

Action

This error indicates that invalid data is being sent to the sending node. The
following should be checked:

1. The source node logs (or equivalent error reporting) should be checked for
details of the operation Reject.

2. ltshould be verified that the proper software load is resident in the sending
node. (Note: A Protocol Version Reject is normal when either a node is
brought in service as part of normal protocol level establishment, or if the
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OAP603 (end)

DMS protocol version is changed. Other cases should be investigated
further.)

3. The error should be validated in the OSSAIN Open Automated Protocol
document, NIS: Q235-1, and in the application documentation provided
with the sending node. Different message fields have different validation
criteria.

4. Other Logs and OMs (including OM groups OAPMERRS, OAPMERRN,
OAPMTYPN, and OAPMTYPS) should be checked to determine if this
event is related to another problem.

5. Related datafill and software switches (such as CM SOC settings) should
be verified to be properly set on both the sending and receiving nodes.

Associated OM registers

INREJCT, in OM group OAPMTYPS, and NIREJCT, in OM group
OAPMTYPN will be pegged.
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OCCP100

Explanation
The Occupancy Peak (OCCP) subsystem generates OCCP100 when the
central control (CC) is in an occupancy peak condition. This condition occurs
for 12 consecutive five second periods. The subsystem generates OCCP100
when an occupancy peak condition that has a duration of ten seconds or more
subsides.
Occupancy peak means the CC runs under a high percent of load. Log report
OCCP100 is an international-only log report.

Format
The log report format for OCCP100 is as follows:

OCCP100 mmmdd hh:mm:ss ssdd INFO OCCUPANCY PEAK
nnnnnnnnnnnn
Example

An example of log report OCCP100 follows:

OCCP100 JANO1 14:32:10 4700 INFO OCCUPANCY PEAK
111000000000

Field descriptions
The following table describes each field in the log report:

Field Value Description

INFO OCCUPANCY Constant Indicates a report of an occupancy peak

PEAK condition

nnnnnnnnnnnn 000000000000 - Each bit indicates the occupancy peak status
111111111111 fora 5 s period. All 12 bits provide a history of

occupancy peak conditions for the last minute.
A 1 indicates an occupancy peak condition
was present for that 5 s period. A 0 indicates
an occupancy peak condition that was not
present for that 5 s period.

Action

If the subsystem generates a high number of these logs in a short period of
time, contact the next level of maintenance.

297-8021-840 Standard 14.02 May 2001



Log reports  1-231

OCCP100 (end)

Associated OM registers
There are no associated OM registers.
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OCS100
Explanation
The Overload Control System (OCS) subsystem generates log report OCS100
when the OCS fails to get a guaranteed timer. The OCS dies as a result.
The system performance degrades quickly.
Format
The log report format for OCS100 is as follows:
*OCS100 mmmdd hh:mm:ss ssdd FAIL GUAR TIMER FAIL
OVERLOAD CONTROL SYSTEM DEAD
Example

An example of log report OCS100 follows:

*OCS100 APR35 11:36:58 6610 FAIL GUAR TIMER FAIL
OVERLOAD CONTROL SYSTEM DEAD

Field descriptions
The following table describes each field in the log report:

Field Value Description
FAIL GUAR TIMER Constant Indicates that OCS fails to get a guaranteed
FAIL OVERLOAD timer. The OCS dies as a result.
CONTROL SYSTEM
DEAD

Action

Contact field support immediately.

Associated OM registers
There are no associated OM registers.
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ODMS300

Explanation

Format

Example

The SuperNode (SN) Operations Controller (OPC) appears as a peripheral to
the CM and acts as a peripheral node. The SN OPC connects to the CM
through Ethernet interface units (EIU). The SN OPC has two connections:
ODM serial link and ODM inter-nodal LAN connection. The OPC Duplex
Manager (ODM) process uses these connections to control the job of the SN
OPC unit in the duplex pair.

The subsystem generates ODM30O0 if a failure occurs in the inter-nodal LAN
connection between the two OPC units along the inter-nodal LAN connection.
This log indicates a hardware failure on this path. Ifan ODM202 log generates
in one minute after the ODM300 log generates, refer to the ODM202 log
report.

The log report format for ODM300 is as follows:

*ODM300 mmmdd hh:mm:ss ssdd FAIL <ProcessName>(<Processld>)
Failure of internodal LAN connection
LOG:FAILED
1
Expert data; <ProcedureName>(<LineNo>)

An example of log report ODM300 follows:

*ODM300 NOV21 16:27:49: 4232 FAIL odm(14876)
Failure of internodal LAN connection
LOG:FAILED
1
Expert data:odmmain.c(437)

Field descriptions

(Sheet 1 of 2)

The following table describes each field in the log report:

Field Value Description

FAIL Constant Indicates that the ODM process detects a
failure

ProcessName odm Indicates the maintenance process name
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Field Value Description

Processlid 14876 Provides the identification code of the
maintenance process

Failure of internodal LAN Constant Indicates the failed connection between
connection OPC units
Expert data: odmmain.c(437) Provides the name of the maintenance
<ProcedureName> process and related line in HP maintenance
(<lineNo>) software

Action

The fault isolation and detection for the OPC duplex system is based on a
diagnostic system that Hewlett Packard (HP) provides. The diagnostic system
has two different levels: Local Diagnostic and Remote Diagnostic.

Perform diagnostics to separate the defective component in this connection.
This problem can occur because of a defective LAN card or a cable connection
failure.

Associated OM registers
There are no associated OM registers.
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ODM301

Explanation

The system generates ODM301 to indicate a hardware failure along the
heartbeat connection of the ODM serial link between the two Operations
Controller (OPC) units. If an ODM202 log follows this log in one minute,
refer toODM202 log report

Format
The log report format for ODM30L1 is as follows:
*ODM301 mmmdd hh:mm:ss ssdd FAIL <ProcessName>(<Processl|d>)
Failure of serial connection.
LOG:FAILED
1
Expert data: <ProcedureName>(<LineNo>)
Example

An example of log report ODM301 follows:

*ODM301 MAY)6 16:00:30 4100 FAIL odm(14876)
Failure of serial connection.
LOG:FAILED
1
Expert data:odmmain.c(437)

Field descriptions
The following table describes each field in the log report:

Field Value Description

FAIL Constant Indicates that ODM process detects a failure
ProcessName odm Indicates the maintenance process name
Processld 14876 Provides the identification code of the process
Failure of serial Constant Provides the defective heartbeat connection
connection type

Expert data: odmmain.c(1437) Provides the maintenance process and related
<ProcedureName>(< line in HP software

LineNo>)
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Action

Use the HP diagnostic process to check the serial ports or the serial cables.
Use MAP level commands likQueryPM to monitor OPC unit.

Associated OM registers
There are no associated OM registers.
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ODM302
Explanation
A heartbeat mechanism is present between the CM and each SuperNode (SN)
Operations Controller (OPC) unit. When CM detects connection failure, CM
updates the OPC MAP level and generates the PM log.
The system generates ODM302 when the connection between the OPC units
fails because of hardware or important software problem.
Format
The log report format for ODM302 is as follows:
ODM302 mmmdd hh:mm:ss ssdd FAIL <Process Name>(<Processld>)
Suspected failure of unit <unit no>
LOG:FAILED
1
Expert data:<ProcedureName>(<LineNo>)
Example

An example of log report ODM302 follows:

ODM302 MAY05 17:30:00 4200 FAIL odm(14876)
Suspected failure of unit 1
LOG:FAILED
1
Expert data:

Field descriptions

(Sheet 1 of 2)

The following table describes each field in the log report:

Field Value Description

FAIL Constant Indicates that ODM process detects a failure

Process Name odm Indicates maintenance process name

Processld 14876 Provides the identification code of the
maintenance process

Suspected failure of unit Constant Identifies the defective unit of OPC
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Field Value Description
Unit No 0-1 Indicates which unit of the OPC is defective
Expert data: odmmain.c(437) Indicates the name of the process and the
<ProcedureName> related line number of the HP software
(<LineNo>)

Action

Use HP diagnostic facilities like Local diagnostic and Remote diagnostic, to
investigate the sanity of the defective OPC unit. Monitor the MAP level OPC
unit from the PM.

If the maintenance shell commands of HP diagnostic process are not enough,
use the ISOLATE command in the MAP display to separate the defective OPC
unit from the CM. Check the cards in the unit.

Associated OM registers
There are no associated OM registers.
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ODMS303

Explanation

The system implements a heartbeat mechanism between the CM and each
SuperNode (SN) Operation Processor Control (OPC) unit.

When CM detects heartbeat failure during audit period of CM, the CM updates
the OPC MAP level and generates the PM log. The system generates log
report ODM303 when the CM-OPC unit communication fails.

Format
The log report format for ODM303 is as follows:

ODM303 mmmdd hh:mm:ss ssdd FAIL <ProcessName>(<Processld>)
CM Communication Failure with Unit <UnitNo>
Reason:<FailureReason>
LOG:FAILED
1

Expert data:<ProcedureName>(<LineNo>)

Example
An example of log report ODM303 follows:

ODM303 MAY06 16:30:00 FAIL odm(14876)
CM Communication Failure with Unit 1
Reason:Unknown, Possible CM Restart
LOG:FAILED
1

Expert data:odmmain.c(437)

Field descriptions
The following table describes each field in the log report:

(Sheet 1 of 2)

Field Value Description

FAIL Constant Indicates that ODM process detects a failure
ProcessName odm Provides the maintenance process name
Processld 14876 Provides the maintenance process

identification code

CM Communication Constant Provides the defective unit
Failure with Unit
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Field Value Description

UnitNo 0-1 Indicates the defective unit of the OPC

Failure Reason Unknown, Possible CM Indicates that the failure can result from a CM
Restart restart.

Manual DISCONNECT Indicates that the failure can result from a
manual disconnection request

Action

If the reason text is unknown, a CM restart is the possible cause of the
communication failure. Determine if the CM is in-service. If the CM is

in-service, you must check the ElUs that provide interface with the CM and
OPC.

If the reason is Manual DISCONNECT, use the “CONNECT" command at the
OPC MAP level to connect the OPC.

Associated OM registers
There are no associated OM registers.
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ODM304

Explanation

The SuperNode (SN) Operations Controller (OPC) has two units. One unitis
active, the other unit is inactive.

The system generates log report ODM304 when an inactive SN OPC unit
becomes active. The unit becomes active because of the failure of a minimum
of one critical resource in the other unit. This log indicates a hardware or
severe software failure of the other unit.

The SN OPC appears as a peripheral to the CM and acts as a peripheral node
between the CM and Telco LAN in SNODE.

The SN OPC connects to the CM through Ethernet interface units (EIU). The
SN OPC provides log processing through the Data Collector, the Problem
Manager and the Problem Viewer. The Data Collector collects SN logs and
SN OPC Unix Application Environment (UAE) logs. The Problem Manager
correlates the SN logs. The Problem View browses through logs and
problems. The SN OPC also delivers logs to a local printer.

Format
The log report format for ODM304 is as follows:

ODM304 mmmdd hh:mm:ss ssdd INFO <ProcessName> <ProcessID>
Switch of Activity — Critical resource failed.
LOG: FAILED
1
Expert data: odmmain.c (437)

Example
An example of log report ODM304 follows:

ODM304 OCTO05 18:20:03 4233 INFO odm (14876)
Switch of Activity — Critical resource failed.
LOG: FAILED
1
Expert data: odmmain.c (437)
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Field descriptions
The following table describes each field in the log report:

Field Value Description
ProcessName odm Indicates the running process of the OPC
ProcessID nnnn Indicates the identification code of the process.
Switch of Activity - Constant Indicates that the active unit of the OPC
Critical resource failed changed.

Action

Use MAP level commands to test the inactive unit of the OPC.

Associated OM registers
There are no associated OM registers.
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ODMS305

Explanation

Format

Example

The system generates log report ODM305 when an inactive SuperNode (SN)
Operations Controller (OPC) unit becomes active. The SN OPC unit becomes
active as the result of duality failure between the units.

This log indicates a hardware or software failure of the indicated OPC unit.
The SN OPC appears as a peripheral to the CM and acts as a peripheral node
between the CM and Telco LAN in SNODE.

The SN OPC connects to the CM through Ethernet interface units (EIU). The
SN OPC provides log processing through the Data Collector, the Problem
Manager, and the Problem Viewer. The Data Collector collects SN logs and
SN OPC Unix Application Environment (UAE) logs. The Problem viewer
browses through logs and problems. The SNOPC also delivers logs to a local
printer.

The log report format for ODM305 is as follows:

ODM305 mmmdd hh:mm:ss ssdd INFO <ProcessName> <ProcessID>
Switch of Activity — Suspected failure of unit <unitNo>
LOG: FAILED
1
Expert data: odmmain.c (437)

An example of log report ODM305 follows:

ODM305 OCTO05 18:20:03 4233 INFO odm (14876)
Switch of Activity — Suspected failure of unit 0
LOG: FAILED
1
Expert data: odmmain.c (437)
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Field descriptions
The following table describes each field in the log report:

Field Value Description

ProcessName odm Indicates the running process of OPC
ProcessID nnnn Indicates the identification code of the process
Switch of Activity - Constant Indicates that the active unit of the OPC
Suspected failure of changed

unit <unitNo>

Action
Use the MAP level commands to test the latest OPC inactive unit.

Associated OM registers
There are no associated OM registers.
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ODM600
Explanation
The SuperNode (SN) Operations Controller (OPC) has two units. One of the
units is active and the other is inactive. The system generates the report when
SN OPC unit becomes active because of a manual switch of activity (SWACT).
This information log indicates why and when the SWACT occurred. The SN
OPC appears as a peripheral to the computing module (CM). The SN OPC
acts as a peripheral node that resides between the CM and the operating
company LAN in SNODE.
The SN OPC connects to the CM through Ethernet interface units (EIU). The
SN OPC uses the following method to process the logs:
» the Data Collector collects SN logs and SN OPC Unix Application
Environment (UAE) logs
» the Problem Manager correlates SN logs
» the Problem Viewer browses logs and problems
* the SN OPC delivers logs to the local printer
Format
The log report format for ODM600 is as follows:
ODM600 mmmdd hh:mm:ss ssdd INFO <ProcessName> <ProcessID>
Manual Switch of Activity
LOG:
1
Expert data: odmmain.c (437)
Example

An example of log report ODM600 follows:

ODM600 OCTO05 18:20:03 4233 INFO odm (14876)
Manual Switch of Activity
LOG:
1
Expert data: odmmain.c (437)
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Field descriptions
The following table describes each field in the log report:

Field Value Description

ProcessName odm Indicates the running process of OPC

ProcessID nnnn Indicates the identification code of the process

Manual SWACT Constant Indicates a change in the active unit of the OPC
Action

There is no immediate action required because a manual SWACT occurred.

Associated OM registers
There are no associated OM registers.
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ODM601

Explanation

Format

Example

The SuperNode (SN) Operations Controller (OPC) has two units. One of the

units is active and the other is inactive.

The system generates the report when a SN OPC unit becomes active. The
other unit enters the manual busy (ManB) state. The information log indicates

why and when the SWACT occurred.

The SN OPC appears as a peripheral to the computing module (CM). This SN
OPC acts as a peripheral node that resides between the CM and the operating

company LAN in SNODE.

The SN OPC connects to the CM through Ethernet interface units (EIU). The

SN OPC uses the following method to process the logs:

the Data Collector collects SN logs and SN OPC Unix Application
Environment (UAE) logs

the Problem Manager correlates SN logs
the Problem Viewer browses logs and problems
the SN OPC delivers logs to the local printer

The log report format for ODM601 is as follows:

ODM601 mmmdd hh:mm:ss ssdd INFO <ProcessName> <Process|D>

Switch of Activity — Active unit busied.
LOG:

1

Expert data: odmmain.c (437)

An example of log report ODM601 follows:

ODM601 OCTO05 18:20:03 4233 INFO odm (14876)

Switch of Activity — Active unit busied.
LOG:

1

Expert data: odmmain.c (437)
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Field descriptions
The following table describes each field in the log report:

Field Value Description

Process Name odm Indicates the running process of OPC

ProcessID nnnn Indicates the identification code of the process
SWACT - Active unit Constant Indicates that the active unit of the OPC is
busied busied

Action

There is no immediate action required because a manual SWACT occurred.

Associated OM registers
There are no associated OM registers.
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ODM®602

Explanation

Format

Example

The SuperNode (SN) Operations Controller (OPC) has two units. One of the
units is active and the other is inactive. The system generates the report when
an SN OPC unit becomes active because of the failure of the duality between
units.

This log indicates a hardware or dangerous software failure of the OPC unit.
The SN OPC appears as a peripheral to the computing module (CM). The SN
OPC behaves as a peripheral node that resides between the CM and the
operating company LAN in SNODE.

The SN OPC connects to the CM through Ethernet Interface Units (EIUS).
The SN OPC uses the following methods to process logs:

» the Data Collector collects SN logs and SN OPS Unix Application
Environment (UAE) logs

* the Problem Manager correlates SN logs
» the Problem Viewer browses logs and problems
* the SN OPC delivers logs to the local printer

The log report format for ODM602 is as follows:

ODM602 mmmdd hh:mm:ss ssdd INFO <ProcessName> <ProcessID>
Switch of Activity — Suspected failure of unit <unitNo>.
LOG: FAILED
1
Expert data: odmmain.c (437)

An example of log report ODM602 follows:

ODM602 OCTO05 18:20:03 4233 INFO odm (14876)
Switch of Activity — Suspected failure of unit <unitNo>.
LOG: FAILED
1
Expert data: odmmain.c (437)

DMS-100 Family NA10O Log Report Reference Manual Volume 6 of 8 LET0015 and up



1-250 Log reports
ODMG602 (end)

Field descriptions
The following table describes each field in the log report:

Field Value Description

ProcessName odm Indicates the running process of OPC
ProcessID nnnn Indicates the identification code of process
Switch of Activity - Constant Indicates failure of the OPC unit
Suspected failure of

unit <unitNo>

Action

Enter the PM MAP level and investigate if the suspected OPC is in service
(InSv).

Associated OM registers
There are no associated registers.
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ODMG603-NE36

Explanation
The system generates the Office Data Modification (ODM) NE36 log report
when the system reestablishes communication with the computing module

(CM). The generation of the report depends on the restoration of the CM and
ODM.

The ODM process has two connections. The ODM serial link connection and
the ODM InterNodal LAN connection. The connections control the activity
between SuperNode (SN) Operations Controller (OPC) units.

The SN OPC appears as a peripheral to the CM. The SN OPC acts as a
peripheral node that resides between the CM and the operating company LAN
in SNODE. The SN OPC connects to the CM through Ethernet interface units
(EIU). The SN OPC uses the following methods to process the logs:

» the Data Collector collects SN logs and SN OPC Unix Application
Environment (UAE) logs

* the Problem Manager correlates SN logs
» the Problem Viewer browses logs and problems
» the SN OPC delivers logs to the local printer

Format
The log report format for ODM603-NE36 is as follows:

ODM603 mmmdd hh:mm:ss ssdd INFO <ProcessName> <Process|D>
CM Communication Re — Established with Unit <unitNo>
Failure Reason: <reason>
LOG: FAILED
1
Expert data: odmmain.c (437)

Example
An example of log report ODM603-NE36 follows:

ODM®603 OCTO05 18:20:03 4233 INFO odm (14876)
CM Communication Re — Established with Unit 1
Failure Reason: SOS WARM restart no.2 at OCT-05 18:18:00
LOG: FAILED
1
Expert data: odmmain.c (437)
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Field descriptions
The following table describes each field in the log report:

Field Value Description

ProcessName odm Indicates the running process of OPC
ProcessID nnnn Indicates the identification code of the process
reason SOS WARM restart no.2  Indicates the reason of failure

at mmmdd hh:mm:ss

Action
There is no action required.

Associated OM registers
There are no associated OM registers.
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OLS301

Explanation

The Data Collector Interface delivers the logs to Log Store as the Data
Collector receives the logs. Log Store receives logs from Data Collector and
stores them in UNIX files. The Log Store rotates through a set of files and fills
each file before over-writing the oldest one. The files are overwritten in a way
that the size allocated remains constant.

The operations controller (OPC) Log Store (OLS) generates log report
OLS301. The system generates the report when Log Store fails to connect to
the Data Collector. Thislog does not appear while the Data Collector Interface
software processes polling for the Data Collector.

Format
The log report format for OLS301 is as follows:

OLS301 mmmdd hh:mm:ss FAIL OLS <SeqNo><EventType>
Unable to Connect to DCI, <ProcessName>(<Processl|d>)
<Description>
<Label>
LOG:<Faulty mnemonic>
1
Expert data:<ProcedureName>(<LineNo>)

Example
An example of log report OLS301 follows:

OLS301 OCT22 13:24:05 0012 FAIL OLS(10032)
Unable to Connect to DCI, return code=-10
Init Fail
LOG:FAILED
1
Expert data:dcilogp.c(264)
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Field descriptions
The following table describes each field in the log report:

Field Value Description

FAIL OLS Constant Indicates when OPC OLS encounters trouble

Cannot Connect to Constant Indicates when a connection problem occurs

DCI between DCI (Data Collector Interface) and
Log Store

Init Fail Constant Indicates failure of initialization

Expert data String Indicates the procedure name written in C++
programming language

Action

The initialization process reads the Log Store configuration file. The system
cannot establish a connection through Log Storage facility if a failure occurs
during initialization. To clear the problem, restart the OLS and Data Collector.

Associated OM registers
There are no associated OM registers.
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OLS302

Explanation
The system reads Log Store configuration file during initialization. This file
has two parameters: the path to the storage files and the number of storage
files. The Log Store allocates new files ahead of time. If the number of files
increases, the Log Store includes the new log in the round buffer.

The system generates log report OLS302 when operations controller (OPC)
log storage (OLS) cannot access the directory that includes the configuration

file.
Format
The log report format for OLS302 is as follows:
OLS302 mmmdd hh:mm:ss FAIL OLS <SeqNo><EventType>
Error in path to storage files, <ProcessName>(<Processld>)
Init Fail
LOG:<Faultymnemonic>
1
Expert data:<ProcedureName>(<LineNo>)
Example

An example of log report OLS302 follows:

LS302 OCT22 13:24:05 0012 FAIL OLS(10032)
Error in path to storage files, erno=2
Init Fail
LOG:FAILED
1
Expert data:dcilogp.c(264)

Field descriptions
The following table describes each field in the log report:

(Sheet 1 of 2)

Field Value Description

FAIL OLS Constant Indicates a problem on OPC OLS

Errorin pathto storage  Constant Indicates an error in the path to the storage files
files in the configuration file
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Field Value Description

Init Fail Constant Indicates failure of initialization

Expert data String Indicates the procedure name written in C++
programming language

Action

Edit the path to the storage in the configuration file or change the permission
of the path.

Associated OM registers
There are no associated OM registers.

297-8021-840 Standard 14.02 May 2001



Log reports 1-257

OLS303

Explanation

The operations controller (OPC) log storage (OLS) subsystem generates log
report OLS303. The Log Store writes storage files. Log retrieval reads the
storage files. Toreserve space, the system allocates storage space for newfiles.
Before the creation of the storage files, the Log Store checks if enough disk
space is available for the files. Log Store generates the report and terminates
file storage if not enough storage space is available.

Format
The log report format for OLS303 is as follows:

OLS303 mmmdd hh:mm:ss FAIL OLS <SeqNo><EventType>
Insufficient disk space for storage files.
Init Fail
LOG:<Faulty mnemonic>
1
Expert data:<ProcedureName>(<LineNo>)

Example
An example of log report OLS303 follows:

OLS303 OCT21 13:24:05 0012 FAIL OLS(10032)
Insufficient disk space for storage files.
Init Fail
LOG:FAILED
1
Expert data:dcilogp.c(264)

Field descriptions
The following table describes each field in the log report:

Field Value Description

FAIL OLS Constant Indicates a problem on the OPC OLS

Not enough disk space  Constant Indicates not enough disk space for the storage

for storage files files is present

Init Fail Constant Indicates initialization failure

Expert data String Indicates the procedure name written in C++
programming language

DMS-100 Family NA10O Log Report Reference Manual Volume 6 of 8 LET0015 and up



1-258 Log reports
OLS303 (end)

Action

Consult the system administrator to increase the free disk space. You also can
reduce the value of the "Number of files' parameter in the configuration file.

Associated OM registers
There are no associated OM registers.
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OLS304
Explanation
The operations controller (OPC) log storage (OLS) subsystem generates log
report OLS304. The system generates this report if a failure to read or write the
directory file occurs during initialization. The directory file allows log store
and log retrieval to communicate. The directory file allows the log store to
determine which files to access.
Format
The log report format for OLS304 is as follows:
OLS304 mmmdd hh:mm:ss FAIL OLS <SeqNo><EventType>
Invalid directory file
Init Fail
LOG:<Faulty mnemonic>
1
Expert data:<ProcedureName>(<LineNo>)
Example

An example of log report OLS304 follows:

OLS304 OCT21 13:24:05 0012 FAIL OLS(10032)
Invalid directory file
Init Fail
LOG:FAILED
1
Expert data:dcilogp.c(264)

Field descriptions
The following table describes each field in the log report:

Field Value Description

FAIL OLS Constant Indicates a problem on OPC OLS.

Directory file not Constant Indicates that the directory file contains

correct information that is not correct.

Init Fail Constant Indicates that initialization fails.

Expert data String Indicates the procedure name written in C++
programming language.
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Action

Edit the directory file and correct the problem. If the edit fails, delete the
directory file and restart the log store.

Associated OM registers
There are no associated OM registers.
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OLS305
Explanation
The system reads the log store configuration file during initialization. The two
parameters in the configuration file are: the path to the storage files and the
number of storage files. The system generates log report OLS305 when the
configuration file contains invalid information.
Format
The log report format for OLS305 is as follows:
OLS305 mmmdd hh:mm:ss FAIL OLS<SeqNo><EventType>
invalid configuration file
Init Fall
LOG:<Faulty mnemonic>
1
Expert data:<ProcedureName>(<LineNo>)
Example

An example of log report OLS305 follows:

OLS305 OCT21 13:24:05 0012 FAIL OLS(10032)
Invalid configuration file
Init Fail
LOG:FAILED
1
Expert data:dcilogp.c(264)

Field descriptions
The following table describes each field in the log report:

Field Value Description

FAIL OLS Constant Indicates a problem on OPC OLS.

configuration file not Constant Indicates that the configuration file contains

correct information that is not correct.

Init Fail Constant Indicates that initialization fails.

Expert data String Indicates the procedure name written in C++
programming language.
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Action
Edit the configuration file and correct the problem.

Associated OM registers
There are no associated OM registers.
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OLS306

Explanation
The operations controller (OPC) log storage (OLS) subsystem generates log

report OLS306. The subsystem generates this report when the configuration
file does not have permission to read for the OPC OLS.

During initialization, the system reads the log store configuration file. This
configuration file has (either) the default UNIX name of ols.config, on storage
in the /iws/opcfiles directory, or a different UNIX name. The log store reads
the path name and the number of files from the ols.config file.

Format
The log report format for OLS306 is as follows:

OLS306 mmmdd hh:mm:ss FAIL OLS<SeqNo><EventType>
Failed to open configuration file
Init Fall
LOG:<Faulty mnemonic>
1
Expert data:<ProcedureName>(<LineNo>)

Example
An example of log report OLS306 follows:

OLS306 OCT21 13:24:05 0012 FAIL OLS(10032)
Failed to open configuration file
liwslopcfiles/ols.config, erno=2
Init Fail
LOG:FAILED
1
Expert data:dcilogp.c(264)

Field descriptions
The following table describes each field in the log report:

(Sheet 1 of 2)

Field Value Description

FAIL OLS Constant Indicates a problem on OPC OLS.

Fails to open Constant Indicates that the configuration file does not
configuration file have permission to read for OLS.
fiws/opcfiles/ols. config
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Field Value Description

Init Fail Constant Indicates that initialization fails.

Expert data String Indicates the procedure name written in C++
programming language.

Action

Change the permission of the configuration file so that OLS can read the
configuration file.

Associated OM registers
There are no associated OM registers.
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OLS307

Explanation
The log store creates the storage files and establishes an interprocessor
communications (IPC) connection with the Data Collector. The log store
establishes a connection to get the UNIX Application Environment (UAE)
loop and the loop from the DMS switch. The system generates log report
OLS307 when OPC log storage (OLS) cannot create a storage file during
initialization.

Format
The log report format OLS307 is as follows:

OLS307 mmmdd hh:mm:ss FAIL OLS<SeqNo><EventType>
Failed to create storage file <ProcessName>(<Processl|d>)
Init Fail
LOG:<Faulty mnemonic>
1
Expert data:<ProcedureName>(<LineNo>)

Example
An example of log report OLS307 follows:

OLS307 OCT21 13:24:05 0012 FAIL OLS(10032)
Failed to create storage file STORAGEOQ01, erno=13
Init Fail
LOG:FAILED
1
Expert data:dcilogp.c(264)

Field descriptions
The following table describes each field in the log report:

(Sheet 1 of 2)

Field Value Description

FAIL OLS Constant Indicates a problem on OPC OLS.

Failed to create Constant Indicates that the OLS cannot create a storage
storage file file.

STORAGEO001
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Field Value Description

Init Fail Constant Indicates that initialization fails.

Expert data String Indicates the procedure name written in C++
programming language.

Action

Check the permission of the storage directory. The storage directory and the
storage files must have permission to read and write for the group.

Associated OM registers
There are no associated OM registers.
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OLS308

Explanation
The system generates log report OLS308. The system generates this report
when OPC log storage (OLS) cannot perform a file operation on the log
directory during initialization. Some 7-6 operations are: open, read and write.
The configuration file contains invalid information.

A failure to read or write to the directory file, during initialization, causes the
log store to generate a log a self-destruct. The directory file allows
communication between log store and log retrieval. The directory file allows
the log store to determine the files to access. The OLS cannot proceed without
the directory file. The error number is in the errnor.h file.

Format
The log report format for OLS308 is as follows:

OLS308 mmmdd hh:mm:ss FAIL OLS<SeqNo><EventType>
Failed to read directory file, <ProcessName>(<Processld>)
Init Fall
LOG:<Faulty mnemonic>
1
Expert data:<ProcedureName>(<LineNo>)

Example
An example of log report OLS308 follows:

OLS308 OCT21 13:24:05 0012 FAIL OLS(10032)
Failed to read directory file, errno=2
Init Fail
LOG:FAILED
1
Expert data:dcilogp.c(264)

Field descriptions
The following table describes each field in the log report:

(Sheet 1 of 2)

Field Value Description

FAIL OLS Constant Indicates a problem on OPC OLS.
Failedtoread directory = Constant Indicates a failure occurs in a directory file
file during log store initialization.
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Field Value Description

Init Fail Constant Indicates that initialization fails.

Expert data String Indicates the procedure name written in C++
programming language.

Action

Investigate the contents and the permission of the directory file. Delete the
directory file and restart log store.

Associated OM registers
There are no associated OM registers.
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OLS310

Explanation

The log store maintains a directory file. The directory file has the time stamp
of the first log in the storage files listed near the file name. The system
generates log report OLS310 when the system receives a log with an invalid
time-stamp.

Format
The log report format for OLS310 is as follows:

OLS310 mmmdd hh:mm:ss FAIL
OLS<SegNo><EventType>

Invalid time-stamp-dropping
<ProcessName>(<Processl|d>)

<Description>

LOG:<Faulty mnemonic>

1

Expert data:<ProcedureName>(<LineNo>)

Example
An example of log report OLS310 follows:

OLS310 OCT21 13:24:05 0012 FAIL OLS(10032)
Invalid time-stamp-dropping log.
Error
LOG:FAILED
1
Expert data:dcilogp.c(264)

Field descriptions
The following table describes each field in the log report:

(Sheet 1 of 2)

Field Value Description

FAIL OLS Constant Indicates a problem on OPC OLS.
Time-stamp-dropping Constant Indicates that a log has an invalid time-stamp.
log not correct
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Field Value Description

Error Constant Indicates that an error occurs.

Expert data String Indicates the procedure name written in C++
programming language.

Action
There are no required actions.

Associated OM registers
There are no associated OM registers.
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OLS311

Explanation

The system generates log report OLS311 when OPC log storage (OLS) cannot
open a storage file. When OLS cannot open a storage file, the file is not in the
file rotation. The log store sends requests to the data synchronization process.
The log store sends requests to maintain a current set of storage files on the
inactive OPC processor. The log store sends requests for data synchronization
to copy the most recently entered file and directory. The log store sends the
requests when the log store switches storage files.

Format
The log report format for OLS311 is as follows:

OLS311 mmmdd hh:mm:ss FAIL OLS<SeqNo><EventType>
Failed to open storage file <ProcessName>(<Processld>)
<Description>
LOG:<Faulty mnemonic>
1
Expert data:<ProcedureName>(<LineNo>)

Example
An example of log report OLS311 follows:

OLS311 OCT21 13:24:05 0012 FAIL OLS(10032)
Failed to open storage file STORAGEOQO01, errno=2,
switching files.
Error
LOG:FAILED
1
Expert data:dcilogp.c(264)

Field descriptions
The following table describes each field in the log report:

(Sheet 1 of 2)

Field Value Description

FAIL OLS Constant Indicates a problem on OPC OLS.
Failed to open storage file STORAGEQ001, Constant Indicates that OLS cannot open a
errno=2, switching files storage file.
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Field Value Description
Error Constant Indicates that an error occurred.
Expert data String Indicates the procedure name
written in C++ programming
language.
Action

The log store cannot delete the old files. When the log store restarts, the log
store attempts to delete and create the files that are not in use again.

Associated OM registers
There are no associated OM registers.
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OLS312
Explanation
During normal operation, if a write failure to storage file occurs, the system
increments a counter and drops the log. If three write failures occur in a row,
Log Store generates a log and switches to the next storage file. The system
generates this log when OPC Log Storage (OLS) fails to write three
consecutive logs to log storage file.
Format

The log report format for OLS312 is as follows:

OLS312 mmmdd hh:mm:ss FAIL OLS<SeqNo><EventType>
Failed to write 3 logs to storage file <FileName> switching files
<Description>
LOG:<Faulty mnemonic>
1
Expert data:<ProcedureName>(<LineNo>)

Example
An example of log report OLS312 follows:

OLS312 OCT21 13:24:05 0012 FAIL OLS(10032)
Failed to write 3 logs to storage file STORAGEO001,
switching files
Error
LOG:FAILED
1
Expert data:dcilogp.c(264)

Field descriptions
The following table describes each field in the log report:

(Sheet 1 of 2)

Field Value Description

FAIL OLS Constant Indicates a problem on OLS

Failed to write 3logsto  Constant Indicates that OLS failed to write three
storage file consecutive logs into a storage file
STORAGEQO01,

switching files
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Field Value Description
Error Constant Indicates an error.
Expert data String Indicates the procedure name in C++
programming language
Action

There is no action required.

Associated OM registers

There are no associated OM registers.
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OLS313
Explanation
The system generates this log when OPC log storage (OLS) lets two
consecutive logs pass without writing them to a storage file. This occurs
because of a failure to read/write to the directory file, or a failure to write to a
storage file.
Format
The log report format for OLS313 is as follows:
OLS313 mmmdd hh:mm:ss <SeqNo><EventType>
<ProcessName>(<Processl|d>)
<Description>
<Label>
LOG:<Faulty mnemonic>
1
Expert data:<ProcedureName>(<LineNo>)
Example

An example of log report OLS313 follows:

OLS313 OCT21 13:24:05 0012 FAIL OLS(10032)
Failed to write 2 logs to storage file STORAGEOQOO1.
Error
LOG:FAILED
1
Expert data:dcilogp.c(264)

Field descriptions

The following table describes each field in the log report:

Field Value Description

FAIL OLS Constant Indicates a problem on OLS

Failed to write 2 logs to Constant Indicates a failure to write to the directory or

storage file storage file

STORAGEO001

Error Constant Indicates an error

Expert data String Indicates the procedure name in C++
programming language
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Action
There is no action required.

Associated OM registers
There are no associated OM registers.
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OLS320

Explanation

Format

Example

If an open or a write process fails on an OPC log storage (OLS) file, log store

assigns the file a status of corrupt. Log store assigns the status of corrupt in
the directory file. The system generates this log if more than 25% of the files

have a status of corrupt.

The log report format for OLS320 is as follows:

OLS320 mmmdd hh:mm:ss <SeqNo><EventType>
<ProcessName>(<Processl|d>)
<Description>
<Label>
LOG:<Faulty mnemonic>
1
Expert data:<ProcedureName>(<LineNo>)

An example of log report OLS320 follows:

OLS320 OCT21 13:24:05 0012 FAIL OLS(10032)
Too many corrupt storage files
Aborting
LOG:FAILED
1
Expert data:dcilogp.c(264)

Field descriptions

The following table describes each field in the log report:

Field Value Description
FAIL OLS Constant Indicates a problem on OLS
Too many corrupt Constant Indicates that more than 25% of the storage

storage files

Aborting

Expert data

files have a status of corrupt

Constant Indicates the system cannot write the storage
files any more. The system stops the process.

String Indicates procedure name in C++ programming
language
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Action

Restart the OLS. The system restarts log store as part of initialization by the
Distributed Resource Manager (DRM). The log store goes through the
directory file and finds the files with a status of corrupt. The system
preallocates these files again.

Associated OM registers
There are no associated OM registers.
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OLS321

Explanation

The system generates OLS321 when OPC log storage (OLS) cannot read or
write to the directory file.

Format
The log report format for OLS321 is as follows:

OLS321 mmmdd hh:mm:ss <SeqNo><Event Type>
<ProcessName>(<Processld>)
<Description>
<Label>
LOG:<Faulty mnemonic>
1

Expert data:<ProcedureName>(<LineNo>)

Example
An example of log report OLS321 follows:

OLS321 OCT21 13:24:05 0012 FAIL OLS(10032)
Failed 3 read/write operations on the directory file.
Aborting
LOG:FAILED
1
Expert data:dcilogp.c(264)

Field descriptions
The following table describes each field in the log report:

Field Value Description

FAIL OLS Constant Indicates a problem on OLS.

Failed 3 read/write Constant Indicates that OLS failed to read or write three

operations on the consecutive logs into a directory file.

directory file

Aborting Constant Indicates the system cannot read or write the
storage files any more. The system stops the
process.

Expert data String Indicates the procedure name in the C++

programming language.
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Action

Investigate the contents and the permission of the directory file. If both the
content and the permission fail, delete the directory file and reload the new file.

Associated OM registers
There are no associated OM registers.
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OLS600

Explanation

The system generates OLS600 by OPC log storage (OLS) when OLS is
initializing and preallocates new storage files. It is normal for this log to
appear when the system starts OLS for the first time.

SuperNode (SN) Operations Controller (OPC) system provides log
processing, collection and correlation of SN logs. The OPC browses and
delivers logs to a local printer. Log store is a single process. The Distributed
Resource Manager (DRM) starts log store when the system starts SN OPC.

Format
The log report format for OLS600 is as follows:

OLS600 mmmdd hh:mm:ss ssdd INFO OLS (10032)
<description>
<label>
LOG: <Faulty mnemonic>
1
Expert data: <ProcedureName. (<LineNo>)

Example
An example of log report OLS600 follows:

OLS600 JUL24 18:36:06 1800 INFO OLS
(10032)

Preallocated 10 storage file(s)

Init Info

LOG:

1

Expert data: dcilogp.c (264)

Field descriptions
The following table describes each field in the log report:

(Sheet 1 of 2)

Field Value Description

description Preallocated n storage Indicates new storage files are preallocated.
file(s)
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Field Value Description
label Init Info Indicates start of initialization process.
ProcedureName dcilogp.c (264) Gives the running process name.
LineNo

Action

There is no action required.

Associated OM registers
There are no associated OM registers.
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OLS601
Explanation
The OPC log storage (OLS) generates this log when OLS deletes old storage
files during initialization. This log should only appear if the number of files
value in ols.config. recently decreases.
SuperNode (SN) Operations Controller (OPC) system provides log
processing, collection and correlation of SN logs. The OPC also browses logs
and delivers logs to a local printer. Log Store is a single process. The
Distributed Resource Manager (DRM) starts the log store when the SN OPC
starts.
During initialization, the system reads the log storage configuration file. A
configuration file with a default name (UNIX) ols.config is stored in
liws/opcfiles or with a different UNIX name. The path name and the number
of files are read from the file ols.config by OLS.
Format
The log report format for OLS601 is as follows:
OLS601 mmmdd hh:mm:ss ssdd INFO OLS (10032)
<description>
<label>
LOG: <Faulty mnemonic>
1
Expert data: <ProcedureName. (<LineNo>)
Example

An example of log report OLS601 follows:

OLS601 JUL24 18:36:06 1800 INFO OLS (10032)
Deleted 5 storage file(s)
Init Info
LOG:
1
Expert data: dcilogp.c (264)

DMS-100 Family NA10O Log Report Reference Manual Volume 6 of 8 LET0015 and up



1-284 Log reports

OLS601 (end)

Field descriptions
The following table describes each field in the log report:

Field Value Description
description Deleted n storage file(s)  Indicates old storage files are deleted.
label Init Info Indicates start of initialization process.
ProcedureName dcilogp.c (264) Gives the running process hame.
LineNo

Action

There is no action required.

Associated OM registers
There are no associated OM registers.
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OLS602

Explanation

OPC log storage (OLS) generates this log when OLS is initializes and
preallocates storage files with a previous status of corrupt.

SuperNode (SN) Operations Controller (OPC) system provides log
processing, collection and correlation of SN logs. It also browses logs and
delivers logs to a local printer. Log Store is a single process. The Distributed
Resource Manager (DRM) starts when the SN OPC starts up.

During initialization, the system reads the log storage configuration file. A
configuration file with a default name (UNIX) ols.config is stored in
liws/opcfiles or with a different UNIX name. The path name and the number
of files are read from the file ols.config by OLS.

Format
The log report format for OLS602 is as follows:

OLS602 mmmdd hh:mm:ss ssdd INFO OLS (10032)
<description>
<label>
LOG: <Faulty mnemonic>
1
Expert data: <ProcedureName. (<LineNo>)

Example
An example of log report OLS602 follows:

OLS602 JUL24 18:36:06 1800 INFO OLS (10032)
Rebuilt storage file STORAGEO001
Init Info
LOG:
1
Expert data: dcilogp.c (264)

DMS-100 Family NA10O Log Report Reference Manual Volume 6 of 8 LET0015 and up



1-286 Log reports

OLS602 (end)

Field descriptions
The following table describes each field in the log report:

Field Value Description
description Rebuilt storage file Indicates that old corrupted storage files are
<filename> built again.
label Init Info Indicates initialization process started.
ProcedureName dcilogp.c (264) Gives the running process name.
LineNo
Action

There is no action is required.

Associated OM registers
There are no associated OM registers.
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OM2113

Explanation
The Operational Measurement 2 (OM2) subsystem generates this report when
the OM recording process is inactive (the write session is over). This delay of
writing to the storage device occurs after every transfer period (5, 15, or 30 m).
Parameter OMXFR in Table OFCENG (refer to @ffice Parameters
Reference Manupbetermines the transfer period.

This log indicates the interval during which maintenance personnel can change
the magnetic tape without loss of data. The difference between reactivation
time and the time when the system generates the log is the inactive period.
After reactivation time, you must not change the magnetic tape until the
system generates the next log.

Format
The log report format for OM2113 is as follows:
OM2113 mmmdd hh:mm:ss ssdd INFO OMTAPE
OMRECORDING INACTIVE UNTIL: reactivation_time
Example

An example of log report OM2113 follows:

OM2113 NOV17 19:31:11 1842 INFO OMTAPE
OMRECORDING INACTIVE UNTIL: 1981/11/17 20:00:00 TUE

Field descriptions
The following table describes each field in the log report:

Field Value Description

INFO OMTAPE Constant Indicates an information-only log and refers
to Table OMTAPE. Table OMTAPE
controls the transfer of OM data to recording
devices by the Device Independent
Recording Package (DIRP) feature. (refer to
Translations Guide ).

OMRECORDING INACTIVE Integers Gives the year/month/day hour/minute/

UNTIL second day-of-the-week, before which a
tape change can be made with no loss of
data.
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Action

There is no action required. If you must change the tape, change it before the
reactivation time.

Associated OM registers
There are no associated OM registers.

Additional information
There is no additional information.
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OM2115

Explanation

Format

Example

The Operational Measurement 2 (OM2) subsystem generates OM2115. This
event occurs when an error stops the output of a buffered OM report to a
dedicated output device. The system generates OM2115 by stopping an OM
output device with the STOP command. The STOP command is in the
Operational Measurements Buffered Report (OMBR) level of the MAP
(maintenance and administration position). The system also generates
OM2115 by stopping an OM output device.

The log report format for OM2115 is as follows:

OM2115 mmmdd hh:mm:ss ssdd INFO OMBR STOPPED
DEVICE = devtxt
rsntxt

An example of log report OM2115 follows:

OM2115 DEC15 21:12:00 2112 INFO OMBR STOPPED
DEVICE = LP121
Device not available.

Field descriptions

The following table describes each of the field in the log report:

Field Value Description

INFO OMBR Constant Indicates why the output of a buffered OM

STOPPED report stopped.

DEVICE Symbolic text Identifies the dedicated device on which the
system generated the OM report..

rsntxt Text Indicates why the output of a buffered OM
report stopped.

Action

If a failure causes the buffered output to stop, check the dedicated output
device. The dedicated output device must be online and ready. Make sure all
applications, other than the OM2 subsystem, do not use the output device. Use
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the REROUTE command of OMBR to restart the report at the fixed device.
The fixed device must be online and ready.

Associated OM registers
There are no associated OM registers.

297-8021-840 Standard 14.02 May 2001



Log reports 1-291

OM2116_M

Explanation

Format

Example

The Operational Measurements 2 (OM2) subsystem generates OM2116.
Generation occurs when a special condition arises while the system writes an
Operational Measurement Buffered Report (OMPR) to the OMPR report
buffer. The subsystem also generates OM2116 while the system reads an
OMPR report from the OMPR report buffer. This condition may be an error
condition that indicates a software error. It also can indicate that a special event
happened (for example, the buffer became full or a restart happened).

The format for log report OM2116_M is as follows:

OM2116 date time log# INFO OMBR ERROR
OMBR—error—text

An example of log report OM2116_M follows:

OM2116 DEC15 15:30:40 6265 INFO OMBR ERROR
Data overwriting has occurred.

Field descriptions

The following table describes each field in the log report:

Field

Value Description

OMBR error text

INFO OMBR ERROR Constant Indicates an error occurs during the writing of

an OMPR to the OMPR report buffer. The
error also can occur during the reading of an
OMPR report from the OMPR report buffer.

Text Indicates which error occurs. Refer to Action
Table on the next page.

Action

If a message repeatedly occurs during the normal direction of events, report the
problem. The system will produce a log for the following events but no
problem needs reporting: a restart, output cutoff buffer overflow. If this
problem occurs, allocate a larger volume. The following table lists actions for
other error messages.
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OM2116_M (continued)

The following table gives an explanation and lists the correct action to take for

each ERRTXT message:

(Sheet 1 of 2)

ERRTXT

Explanation

Action

Premature termination
of output

Data overwriting has
occurred

OMPR report terminated
abnormally

Restart caused cutoff of
report

A bad accumulation
table was found.

An invalid data storage
mode was encountered.

Invalid tuple number
was used

Tuple data not found in
this office

Error while recovering
from previous error

Unexpected record type

Attempt to write to full
disk buffer

Indicates the writing of
an OMPR to the OMBR
terminated too early.

Indicates the switch
overloaded during the
report transfer.

Indicates possible buffer
overload when a report
is written to it.

Indicates a restart
caused report reading or
writing to cut off.

Indicates a bad
accumulation table
found.

Indicates possible file
damage or software
error.

Indicates the use of an
invalid tuple number.

Indicates the tuple data
is not found in this office.

Indicates an error
occurred during error
recovery.

Indicates possible file
damage or software
error.

Indicates a software
error

If able to reproduce, contact the next level of
maintenance.

There is no action required.

If able to reproduce, contact the next level of
maintenance.

There is no action required.

If able to reproduce, contact the next level of
maintenance.

Contact the next level of maintenance.

If able to reproduce, contact the next level of
maintenance.

If able to reproduce, contact the next level of
maintenance.

Contact the next level of maintenance.

Contact the next level of maintenance.

Contact the next level of maintenance.
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OM2116_M (end)

(Sheet 2 of 2)

ERRTXT

Explanation

Action

Could not write super
record

Legal write on deleted
buffer

Attempting to read
empty buffer

Could not read super
record

OMBUFFP could not get
awakened or
suspended.

Attempt to open file for
reading failed

Attempt to open file for
writing failed

Invalid data in super
record

Indicates problem with
the file on disk

Indicates the deletion of
the buffer when writing
an OMPR to it

Indicates a software
error

Indicates problem with
the file on disk

Indicates problem with
OMBUFFP

Indicates possible
hardware problem

Indicates possible
hardware problem

Indicates disk file
damage or software
error

Probable hardware problem. If problem does
not clear, recreate OMPR buffer.

There is no action required.

Contact the next level of maintenance.

If problem does not clear, recreate OMPR
buffer.

If able to reproduce, contact the next level of
maintenance

If problem does not clear, contact the next level
of maintenance.

If problem does not clear, contact the next level
of maintenance.

If able to reproduce, contact the next level of
maintenance

Associated OM registers
There are no associated OM registers.
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OM2117

Explanation

Format

Example

The Operational Measurement 2 (OM2) subsystem generates OM2117 when
a given part of the OM system overload. In most occurrences, not appropriate
entry of OM tables causes the overload. If the OM system seriously overloads,
a number of logs can generate in a given transfer period. (Up to 30 classes can
be entered in Table OMACC.)

The format for log report OM2117 is as follows:

OM2117 mmmdd hh:mm:ss ssdd INFO OM overload
Process procesnm Del mess. type: msgtype Class
classnm not output.

An example of log report OM2117 follows:

OM2117 OCT25 11:01:30 3327 INFO OM overload Process
OMPRTP Del Mess. type: 11 Class OMTEST not output

Field descriptions

The following table describes each field in the log report:

Field Value Description

INFO OM Constant Indicates the OM system is
overload overloaded.

Process Symbolic text Identifies the process. Refer to table

under action.

Del Mess. type Integer Identifies the internal number that to
determines the type of work required.
Msgtype 11 indicates that work must
be performed on OM data.

Class Text Indicates the name of the class that is
not generated or accumulated. The
class name is only correct when the
message type is 11. If the message
type is not 11, ignore the last line of
the log report.
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OM2117 (continued)

Action

The following Process and Action table provides an explanation of each
process and lists the correct action for each process:

(Sheet 1 of 2)

Process Explanation Action

OMACCP Indicates that because the OM  Reduce the size of the
system is congested, the accumulation classes
accumulation for a transfer datafilled in table OMACC.
period will be skipped. The
msgtype for this process is
always 11 and the classnm is
always set to HOLDING.

OMPRTP Two msgtypes for this process  Reduce the size of the
are present. Msgtype 11 OMPRs entered in table
indicates the data for a given OMPRT.
class can not generate. The
classnm will be missing from
the OMPRs.

Msgtype 12 indicates the issue  Reissue the command
of a DELETE or RESETBUF when the system is not
command of the OMBR Cl overloaded.

increment. The OMPRT

subsystem is overloaded when

the command is issued.

OMTAPEP Two msgtypes for this process  Reduce the size of the
are present. Msgtype 11 classes the system
indicates the data for a given generates.
class can not generate. The
classnm will be missing from
the reports produced by the
OMTAPE subsystem.

Msgtype 133 indicates the Reissue the request when
issue of a request for dumping  the OMTAPE subsystem is
traffic separation data to disk not overloaded.

or tape. The request uses the

OMTAPE subsystem through

the TSNDMP CI. The request

can not be processed.
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Process

Explanation

Action

OMREPP

SZDCANM

Two msgtypes for this process
are present. Msgtype 11
indicates the data required for
the given report can not
generate. The missing
classnm will be indicated.

Msgtype 315 indicates the
issue of a request for an OM
report with the REQUEST
command of the OMREPORT
Cl. The request can not be
processed.

Indicates the SEAS system is
overloaded. The process is set
to OMREPP and the msgtype
is always 11.

Reduce the frequency at
which the system reports
generates.

Reissue the request when
the OMREPORT
subsystem is not
overloaded.

Contact the Signaling
Engineering and
Administration System
(SEAS) system prime for
additional instructions.

Associated OM registers

There are no associated OM registers.
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OM2200

Explanation

The Operational Measurement 2 (OM2) subsystem generates OM2200 when
the system exceeds a threshold condition. Entries in tables ALARMTAB (read
only) and OMTHRESH (read/write) define thresholds. Register name and
permit values entered for threshold, SCANTIME, and severity identify table
entries. The number of events that the register counts during a period of
minutes (SCANTIME) can exceed the value stored in threshold. If this error
occurs, a log generates with the specified severity. Ref@pdaational
Measurements Reference Mandat commands to fill table OMTHRESH.

Format
The format for log report OM2200 is as follows:
*OM2200 mmmdd hh:mm:ss ssdd INFO THRESHOLD EXCEEDED
ON omregtxt
THRESHOLD = nnnnn, DELTA = nnnnn, SCANTIME = nnnnn
Example

An example of log report OM2200 follows:

*OM2200 JAN22 09:50:32 9842 INFO OM THRESHOLD EXCEEDED ON
CCBSZ$0
THRESHOLD = 1500, DELTA = 1627, SCANTIME = 8

Field descriptions
The following table describes each field in the log report:

(Sheet 1 of 2)

Field Value Description

INFO THRESHOLD Constant Indicates OM threshold is exceeded.
EXCEEDED ON

omregtxt Symbolic text Gives the name of the register in table
OMTHRESH or ALARMTAB that has had its
threshold exceeded. Refer to Operational
Measurements Reference Guide for OM field
names.

THRESHOLD 1-32767 Gives the preset register threshold value
stored in table OMTHRESH or ALARMTAB.
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(Sheet 2 of 2)

Field Value Description

DELTA 1-32767 Gives the number of events possible to
measure that occurred within the last scan
interval. The log generates because this value
meets or exceeds the threshold value.

SCANTIME 1-32767 Gives the time in minutes used to accumulate
the Delta count. This value is entered in table
OMTHRESH.
Action

Clear alarm from the EXT level of the MAP (maintenance and administration
position). The name of the alarm is OMCRITICAL, OMMAJOR,
OMMINOR, or OMNOALARM, depending on the severity entered in the
table. This data appears in the log report header.

Associated OM registers
There are no associated OM registers.
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OM2300

Explanation

The Operational Measurement 2 (OM2) subsystem generates OM2300 under
two conditions. The first condition is when the system fails to allocate store
for an accumulator in response to an active table being extended. In this event,
the OM group deletes automatically from the class and a the system generates
log report. The report also occurs if an internal data structure error occurs. In
this event, the system can disable the processing of that group and class and
generate a log.

Format
The format for log report OM2300 is as follows:

OM2300 mmmdd hh:mm:ss ssdd INFO OMACCUM STORE ERROR
grptxt clastxt
ACTION REQUIRED: TRY OMACCTAB CMD

Example
An example of log report OM2300 follows:

OM2300 AUG21 10:14:59 4101 INFO OMACCUM STORE ERROR
TRK HOURLY
ACTION REQUIRED: TRY OMACCTAB CMD

Field descriptions
The following table describes each field in the log report:

(Sheet 1 of 2)

Field Value Description

INFO OMACCUM Constant Indicates that the report generates because a
STORE ERROR problem with the OM accumulator store occurs
grptxt Symbolic text Indicates the name of the disabled OM group.

A group is a set of related measurements
identified by a common name. See
Operational Measurement Reference Manual
for possible group names.
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(Sheet 2 of 2)

Field Value Description
clastxt Symbolic text Indicates the name of the affected OM
accumulating class.
ACTION REQUIRED: Constant This is an instruction to type the command
TRY OMACCTAB CMD OMACCTAB, which is used to include a group
in a class.
Action

Use the OMACCTAB command to allocate the group to the class again. Refer
to Operational Measurements Reference Manual

If the log report persists, contact the next level of maintenance.

Associated OM registers
There are no associated OM registers.
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OMA400

Explanation

The Communication Server generates log OMO400 when the Communication
Server disconnects from the CM node at SuperNode (SN) site. While this
connection is down, the Operations Controller (OPC) system does not collect
any logs or OM values.

The SN OPC system provides log processing as collecting of SN logs and SN
OPC Unix Application Environment (UAE) logs by the Data Collector. The
system provides correlating of SN logs by the Problem Manager and the
browsing of logs and problems through the Problem Viewer. The system also
provides the delivering of logs to a local printer. The Problem Manager is
responsible for the log correlations according to the rules in a knowledge base.
The log acquisition server and the communication server control the
acquisition of SN logs. The log acquisition server, resident on the SN, collects
logs, and sends them to the OPC. The communication server, resident on the
OPC, receives the logs, and sends them to the Problem Manager. The Problem
Solver formats the logs.

Format
The format for log report OMA400 is as follows:

*** OMA400 mmmdd hh:mm:ss ssdd FAIL
<ProcessName><Process|D>
<Description>
LOG: <Faulty mnemonic>
1
Expert data: omartx.c (437)

Example
An example of log report OMA400 follows:

** OMA400 OCT21 18:20:03 2 FAIL OMA (14876)
Lost connection to the CM
LOG: FAILED
1
Expert data: omartx.c (437)
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Field descriptions
The following table describes each field in the log report:

Field Value Description
ProcessName OMA Indicates running process of OPC
ProcessID nnnn Indicates identification code of process
Description Lost connection to the Indicates communication failure
CM
Faulty mnemonic FAILED Gives fault type
Action

Check the CM logs, check the status of the Ethernet Interface Unit (EIU)
which connects the OPC system and the SN and check link sanity.

Associated OM registers
There are no associated registers.
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OMA401

Explanation

Format

Example

The Communication Server log report OMA401. The communication server
generates this report when the server loses connection to the CM node at the
SuperNode (SN) site. The communication server generates this report each
time the communication server attempts to connect to the CM. This log can
occur about every five minutes. The server can generate this report for all the
possible causes of the OMA400 log. The server can generate this log if data
entered on the Operations Controller (OPC) or the CM is not correct.

The SN OPC system provides the following log processing tasks as:

» the Data Collector collects SN logs and SN OPC Unix Application
Environment (UAE) logs

» the Problem Manager correlates SN logs
» the Problem Viewer allows you to browse logs and
» the system delivers logs to a local printer

The Problem Manager is responsible for the log correlations according to the
rules in a knowledge base. The log acquisition server and the communication
server control the acquisition of SN logs. The log acquisition server, resident
on the SN, collects logs and sends the logs to the OPC. The communication
server, resident on the OPC, receives the logs and sends the logs so that the
Problem Manager formats the logs.

The log report format for OMA401 is as follows:

*** OMA401 mmmdd hh:mm:ss ssdd FAIL
<ProcessName><ProcessID> <Description> LOG: <Faulty
mnemonic> 1 Expert data: omartx.c (442)

An example of log report OMA401 follows:

*** OMA401 OCT21 18:20:03 2 FAIL OMA (14876) Unable
to establish a connection to the CM LOG: FAILED 1
Expert data: omartx.c (442)
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Field descriptions
The following table describes each field in the log report.

Field Value Description
ProcessName OMA Indicates process of OPC that runs
ProcessID nnnn Indicates identification code of process
Description Unable to establish a Indicates that the system cannot establish
connection to the CM communication.
Faulty mnemonic FAILED Gives fault type.
Action

Check the CM logs. Check the state of the Ethernet Interface Unit (EIU) that

connects the OPC system and the SN. Check link sanity. Verify the CM entry

in the file /etc/osihosts. Verify entries in the CM table OSIROUTE.
Associated OM registers

There are no associated OM registers.
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OMA402

Explanation

Format

Example

The system log OMA402. Log OMA402 is an information log. The system
generates OMA402 when the system establishes a connection between
Communication Server and CM. The production of this log indicates that
previous OMA400 or OMA401 logs are not active problems.

The SuperNode (SN) Operations Controller (OPC) system provides the
following log processing tasks:

» the Data Collector collects SN logs and SN OPC Unix Application
Environment (UAE) logs

* the Problem Manager correlates SN logs
» the Problem Viewer allows you to browse logs and problems
» the system delivers logs to a local printer

The Problem Manager is responsible for the log correlations according to the
rules in a knowledge base. The log acquisition server and the communication
server control the acquisition of SN logs. The log acquisition server, resident
on the SN, collects logs and sends the logs to the OPC. The communication
server is resident on the OPC. The communication server receives the logs and
sends the logs to the Problem Manager. The Problem Manager formats the
logs.

The log report format for OMA402 is as follows:

OMA402 mmmdd hh:mm:ss ssdd INFO <ProcessName><ProcessID>
<Description>
LOG:
1
Expert data: omartx.c (487)

An example of log report OMA402 follows:

OMA402 OCT21 18:20:03 2 INFO OMA (14876)
Established connection with CM.
LOG:
1
Expert data: omartx.c (487)
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Field descriptions

The following table describes each field in the log report.

Field Value Description
ProcessName OMA Indicates process of OPC that runs
ProcessID nnnn Indicates identification code of process
Description Established connection Indicates the system established

with CM communication

Action
There is no action required.

Associated OM registers
There are no associated OM registers.
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OMA403

Explanation

Format

Example

The Communication Server log report OMA403. The communication server
generates OMA403 when the server meets a condition that is not planned. The
condition occurs when the server tries to initialize the communication
environment. One possible cause of this error can be invalid data entered in
the /etc/osihosts file for the CM entry.

The SuperNode (SN) Operations Controller (OPC) system provides the
following log processing tasks:

» the Data Collector collects SN logs and SN OPC Unix Application
Environment (UAE) logs

» the Problem Manager correlates SN logs
» the Problem Viewer allows you to browse logs and problems
» the system delivers logs to a local printer

The Problem Manager is responsible for the log correlations according to the
rules in a knowledge base. The log acquisition server and the communication
server control the acquisition of SN logs. The log acquisition server, resident
on the SN, collects logs, and sends the logs to the OPC. The communication
server, resident on the OPC, receives the logs, and sends the logs to the
Problem Manager. The Problem Manager formats the logs.

The log report format for OMA403 is as follows:

OMA403 mmmdd hh:mm:ss ssdd FAIL <ProcessName><ProcessID>
<Description>
LOG: <Faulty mnemonic>
1
Expert data: omartx.c (1362)

An example of log report OMA403 follows:

OMA403 OCT21 18:20:03 2 FAIL OMA (14876)
Unable to create communication stack
LOG: FAILED
1
Expert data: omartx.c (1362)
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Field descriptions

The following table describes each field in the log report:

Field Value Description
ProcessName OMA Indicates process of OPC that runs
ProcessID nnnn Indicates identification code of process
Description Unable to create Indicates communication failure
communication stack
Faulty mnemonic FAILED Gives fault type
Action

This report indicates that a serious error occurs when the system tries to
establish the communication software. You must check the file /etc/osihosts to
make sure that an entry for the CM is present and is correct.

Associated OM registers
There are no associated OM registers.
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OMA404

Explanation

The Communication Server log report OMA404. The communication server
generates OMA404 when a communication protocol violation occurs that is
not planned. The communication protocol violation is associated with the
CM.

The SuperNode (SN) Operations Controller (OPC) system provides the
following log processing tasks:

» the Data Collector collects SN logs and SN OPC Unix Application
Environment (UAE) logs

* the Problem Manager correlates SN logs
» the Problem Viewer allows you to browse logs and problems
» The system delivers logs to a local printer

The Problem Manager is responsible for the log correlations according to the
rules in a knowledge base. The log acquisition server and the communication
server control the acquisition of SN logs. The log acquisition server, resident
on the SN, collects logs, and sends them to the OPC. The communication
server, resident on the OPC, receives the logs, and sends them to be formatted
by the Problem Manager.

Format
The log report format for OMA404 is as follows:

OMA404 mmmdd hh:mm:ss ssdd FAIL
<ProcessName><ProcessID> <Description> LOG: <Faulty
mnemonic> 1 Expert data: omartx.c (1362)

Example
An example of log report OMA404 follows:

FP503 SEPO5 18:14:33 4827 INFO Device State Change
Location: FP 2 DEVICE 1 (DK) SCSIBUS 0
REASON: Change of state of associated entity
FROM: InSv ( Isolated ) DRIVE STATE: Unknown
TO: InSv DRIVE STATE: On Line

DMS-100 Family NA10O Log Report Reference Manual Volume 6 of 8 LET0015 and up



1-310 Log reports
OMA404 (end)

Field descriptions
The following table describes each field in the log report:

Field Value Description
ProcessName OMA Indicates process of OPC that runs
ProcessID nnnn Indicates identification code of process
Description Error in ROSE protocol Indicates protocol error
Faulty mnemonic FAILED Gives fault type

Action

Check the CM and OPC load to make sure that the loads have compatible
releases.

Associated OM registers
There are no associated OM registers.
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OMA500
Explanation

The system log report OMA500. The system generates OMA500 when the

system discards a log received from the CM because the Data Collector is not

ready.

The SuperNode (SN) Operations Controller (OPC) system provides the

following log processing tasks:

» the Data Collector collects SN logs and SN OPC Unix Application
Environment (UAE) logs

» the Problem Manager correlates SN logs by the Problem Manager

» the Problem Viewer allows you to browse logs and problems

» the system delivers logs to a local printer

Data Collector is a central component that collects both SN and UAE logs.

When the system receives the logs, the Data Collector:

* Formats the UAE logs to the SN log format. The log formats are the same.
The switch name and node name are part of the component name in UAE
logs.

» Parses and tokenizes the log header. The Problem Manager can read the
header.

» Designs a component name and a set of attributes from the log according
to a set of user-predefined parse rules. The parse rules appear in an ASCII
file that the Data Collector reads at start up.

» Distributes the tokenized logs over Interprocess Connectivity (IPC) link to
client processes. These processes are problem manager and log storage.

» Buffers the tokenized logs to minimize the risk of lost logs when the
connection to the client process is down.

Format

The log report format for OMA500 is as follows:

OMA500 mmmdd hh:mm:ss ssdd FAIL <ProcessName><ProcessID>
<Description>
LOG: <Faulty mnemonic>
1
Expert data: omalogag.c (252)
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Example
An example of log report OMA500 follows:

OMAS500 OCT21 18:20:03 2 FAIL OMA (14876) 5 CM

originated log(s) lost during last 10 minutes. LOG:
FAILED 1 Expert data: omalogaqg.c (252)

Field descriptions
The following table describes each field in the log report:

Field Value Description
ProcessName OMA Indicates process of OPC that runs.
ProcessID nnnn Indicates identification code of process.
Description 5 CM originated log(s) Indicates lost log condition.
lost during last 10 min
Faulty mnemonic FAILED Gives fault type.
Action

Check the Data Collector if the system generates OMA500 several times.

Associated OM registers
There are no associated OM registers.
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OMA501
Explanation

The system log report OMA501. The system generates OMA501 when the

system parses the log configuration file (/iws/opcfiles/snlogsp.text) and meets

a syntax error. Log collection continues. The log format or log suppression

can be different from the normal format and suppression.

The SuperNode (SN) Operations Controller (OPC) system provides the

following log processing tasks:

» the Data Collector collects SN logs and SN OPC Unix Application
Environment (UAE) logs

* the Problem Manager correlates SN logs

» the Problem Viewer allows you to browse logs and problems

» the system delivers logs to a local printer

Data Collector is a central component that collects both SN and UAE logs.

When the system receives logs, the Data Collector:

* Formats the UAE logs to the SN log format. The log formats are the same.
The switch name and node name are part of the component name in UAE
logs.

» Parses and tokenizes the log header. The Problem Manager can read the
log header.

» Designs a component name and a set of attributes from the log according
to a set of user-predefined parse rules. The parse rules appear in an ASCII
file the Data Collector reads at start up.

» Distributes the tokenized logs over Interprocess Connectivity (IPC) link to
client processes. These processes are problem manager and log storage.

» Buffers the tokenized logs to minimize the risk of logs lost when the
connection to the client process is down.

Format

The log report format for OMA501 is as follows:

OMAS501 mmmdd hh:mm:ss ssdd FAIL <ProcessName><ProcessID>
<Description>
LOG: <Faulty mnemonic>
1
Expert data: omalogag.c (292)
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Example
An example of log report OMA501 follows:
OMA501 OCT21 18:20:03 2 FAIL OMA (14876)
Error in log configuration file, line 12

LOG: FAILED
1

Expert data: omalogaq.c (292)

Field descriptions
The following table describes each field in the log report:

Field Value Description
ProcessName OMA Indicates process of OPC that runs
ProcessID nnnn Indicates identification code of process
Description Error in log configuration  Indicates syntax error
file, line 12
Faulty mnemonic FAILED Gives fault type
Action

Correct the log configuration file according to the defective line that the log
indicates. Save the configuration file. Restart OMA process.

Associated OM registers
There are no associated OM registers.
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OMPR200

Explanation
Information for all log reports under Operational Measurements Print Report
(OMPR) subsystem (OMPR200K OMPR201 . . .) is considered to be part of
Basic Administration Procedures, 297-1001-300 and Service Problem
Analysis Administration Guide, 297-1001-318.

Note: Only the last occurrence of a specified OMRS log in the logutil
buffer contains correct data. The system allocates one buffer section for
each report number. Any previous occurrence of the log found in the buffer
contains the same information as the current log report. Route the logsto a
device if you need to compare the current log to previous OMRS log reports.

Format
The log report format for OMPR200 is as follows:

OMPR200 mmmdd hh:mm:ss ssdd INFO OM_REPORT

Example
An example of log report OMPR200 follows:

OMPR200 OCT11 10:18:00 212 INFO OM_REPORT

Field descriptions
There are no field descriptions.

Action
There is no action required.

Associated OM registers
There are no associated OM registers.

Additional information
There is no additional information.
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OMRSOXX

Explanation

Information for all log reports under Operational Measurements Print Report
(OMPR) subsystem (OMPR200K OMPR201 . . .) is considered to be part of
Basic Administration Procedures, 297-1001-300 and Service Problem

Analysis Administration Guide, 297-1001-318.

Note: Only the last occurrence of a particular OMRS log in the logutil
buffer contains valid data. Only one buffer section is allocated for each
report number; therefore, any previous occurrence of the log found in the
buffer actually contains the same information of the current log report.
Route the logs to a device if historical comparisons of an OMRS log report

are needed.

Format

The format for log report OMRSO0XX follows:

OMRSOXX mmmdd hh:mm:ss ssdd INFO OM PERIODIC REPORT

Example

An example of log report OMRSO0XX follows:

OMRS OCT11 10:18:00 212 INFO OM PERIODIC REPORT

Field descriptions

The following table explains each of the fields in the log report:

Field Value

Description

INFO OM PERIODIC Constant
REPORT

Identifies the last occurrence of OMRS log.

Action
No action is required.

Associated OM registers
None

Additional information
None
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OMX101

Explanation

The system log report OMX101. The system generates OMX101 when the
UNIX Operational Measurement (OM) transfer process on the Computing
Module (CM) receives an OM data message. The OM transfer process
receives this message from a central OM receiver. The message contains bad
data.

Format
The log report format for OMX101 is as follows:

OMX100 mmmdd hh:mm:ss ssdd INFO OMX_SUMMARY_ERROR
OM Summary message group <groupname> invalid.

Example
An example of log report OMX101 follows:

OMX100 SEP14 15:08:39 1313INFO OMX_SUMMARY_ERROR
OM Summary message group ADASDSGN invalid.

Field descriptions
The following table describes each field in the log report:

Field Value Description
INFO OMX Constant Indicates the UNIX OM transfer process on the
SUMMARY_ERROR CM received an OM data message. The OM

transfer process received the message from a
Central OM Receiver. The message contains

bad data.
OM Summary Constant Indicates an OM Summary message group
message group ADASSGN is invalid.

<groupname> invalid

Action
If the problem persists, contact the next level of maintenance.

Associated OM registers
There are no associated OM registers.
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OMX102

Explanation
The system log report OMX102. The system generates OMX102 when the
UNIX Operational Measurement (OM) transfer process on the computing
module (CM) attempts to allocate memory. The OM transfer process attempts
to allocate memory to store OM group data. The system generates OMX102
when the attempt to allocate memory fails.

Format
The log report format for OMX102 is as follows:

OMX102 mmmdd hh:mm:ss ssdd INFO OMX_ALLOC_ERROR
Cannot allocate memory for OM group <groupname>.
Example

An example of log report OMX102 follows:

OMX102 SEP14 15:08:39 1313INFO OM_ALLOC_ERROR
Cannot allocate memory for OM group <groupname>.

Field descriptions
The following table describes each field in the log report:

Field Value Description
INFO Constant Indicates the UNIX OM transfer process on the
OMX_ALLOC_ERRO CM attempts to allocate memory to store OM
R group data and fails.
Cannot allocate Constant Indicates the OM groupname that memory
memory for OM group cannot allocate.
<groupname>

Action

If no memory is available for the OM group, contact the next level of
maintenance.

Associated OM registers
There are no associated OM registers.
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OMX302

Explanation

The system log OMX302. The system generates OMX302 when the system
cannot establish or lose communication with a communication entity
computing module (CM). The system also generates OMX302 when the same
condition occurs with a voice processing unit (VPU) or any other
communication entity.

Format
The format for log report OMX302 is as follows:
OMX302 mmmdd hh:mm:ss INFO UAE Log
<Cannot establish /Lost connection> with the <Communication
Entity><header>
<Cannot establish /Lost connection> with the <Communication Entity>
Example

An example of log report OMX302 follows:

OMX001 MARO02 19:20:21 INFO UAE Log
Cannot Establish Connection with CM.

Field descriptions
The following table describes each field in the log report:

Field Value Description

INFO UAE Log Constant Indicates when system cannot establish
communication with a communication entity
(CM, VPU, etc)

<Cannont establish /Lost Constant Indicates state of communication entity
connection> with the

<Communication Entity>

<header>

Action
Check the state of the communication entity in question.

Associated OM registers
There are no associated OM registers

DMS-100 Family NA10O Log Report Reference Manual Volume 6 of 8 LET0015 and up



1-320 Log reports

OPP100
Explanation
This log is generated when an error is detected in the open position protocol
(OPP). Errors deal with message format and field ranges, not content.
Format
The format for log report OPP100 follows:
OPP100 mmmdd hh:mm:ss ssdd INFO OPP PROTOCOL ERROR
Application = <application name>
Error = <error reason>
MSG Header = <message header in hex>
MSG Body = <message body in hex>
Example

An example of log report OPP100 follows:

OPP100 SEP14 10:25:12 0988 INFO OPP PROTOCOL ERROR
Application = TOPS

Error = Invalid ActID <error reason>
MSG Header = 000101073801FFFFFFFFFF
MSG Body = 03110100

Field descriptions
The following table explains each of the fields in the log report:

(Sheet 1 of 2)

Field Value Description

INFO OPP Constant Indicates an OPP protocol error has been
PROTOCOL ERROR detected

APPLICATION Character string Application name with message (if known)
ERROR Invalid MSG Message format is completely wrong, message

cannot be deciphered

ERROR Invalid MSG Header Indicates the message header length is
incorrect, or it contains a field with a value out
of range

ERROR Invalid ActID ActID in the message body has an incorrect
length, or contains a field with a value out of
range
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OPP100 (end)

(Sheet 2 of 2)

Field Value Description

MSG Header 0000-FFFF Header of the message containing the error.
The bytes are in order.

MSG Body 0000-FFFF The body of the message containing the error.
The bytes are in order.

Action
Notify Northern Telecom field support.

Associated OM registers
None
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OSAC200

Explanation

The Operator Services Systems Advanced Intelligent Network Centralization
(OSAC) subsystem generates this log when it receives an OSAC session
request with an invalid Function ID. The function id may be either not
datafilled in Table OAFUNDEF or not datafilled as an Operator Services
System Advanced Intelligent Network (OSSAIN) function.

Format
The format for log report OSAC200 follows:

OSAC200 mmmdd hh:mm:ss ssdd INFO BAD OAFUNDEF DATAFILL
Requesting Node: <node name>
Requesting Nodeid: <node id>
FUNCID: <FUNCID>
<log text>

Example
An example of log report OSAC200 follows:

OSAC200 DECO06 07:46:17 8701 INFO BAD OAFUNDEF DATAFILL
Requesting Node: Remote 1
Requesting Nodeid: 2
FUNCID: 23
TEXT: Function ID not datafilled in Table OAFUNDEF

Field descriptions
The following table explains each of the fields in the log report:

(Sheet 1 of 2)

Field Value Description
Requesting Node: <node Table OANODINV, OSSAIN service node name
name> field NODENAME,

alphanumeric (up
to 12 characters)

Requesting Nodeid: <node id>  Table OANODINV, OSSAIN service node identifier
field NODEID
(0to 767)
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(Sheet 2 of 2)

Field Value Description

FUNCID: <FUNCID> Table Function ID
OAFUNDEF, field
FUNCID (0 to
1022)

TEXT: <log text> Function ID not Invalid Function ID description
datafilled.
Function datafill
mismatch with
Remote.

Action

The craftsperson should datafill the function id as an OSSAIN function in
Table OAFUNDEF as part of the OSAC Host switch datafill. The CAM for
the function id should be provided by the OSAC Host.

Associated OM registers
None
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OSAC201

Explanation

Format

Example

The Operator Services Systems Advanced Intelligent Network Centralization
(OSAC) subsystem generates this log when it receives an invalid session pool
id or session id from the OSAC Host. The session pool id may be either not
datafilled in Table OASESNPL or not datafilled as a subscriber origination
session pool. The session id may exceed the max sessions datafilled in Table
OASESNPL.

This log is also generated at the OSAC Host when it receives a session
verification for a session pool not datafilled or not datafilled as a Service Node
(SN) initiation session pool.

The format for log report OSAC201 follows:

OSAC201 mmmdd hh:mm:ss ssdd INFO BAD OASESNPL DATAFILL
SESNPL: <SESN PL ID>
SESN: <SESN ID>
FUNCID: <Function ID>
TEXT: <log text>

An example of log report OSAC201 follows:

OSAC200 DECO06 07:46:17 8701 INFO BAD OASESNPL DATAFILL
SESNPL: 14
SESN: 20
FUNCID: 3
TEXT: Session Pool ID not datafilled in Table OASESNPL
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Field descriptions
The following table explains each of the fields in the log report:

Field Value Description
SESNPL: <SESN PL ID> Table OASESNPL, Session Pool ID
field SESNPLID
(0 to 4094)
SESN: <SESN ID> Digits Session ID provided by DMS switch. Table

OASESNPL, field MAXSESN, indicates the
maximum number of sessions allowed (0 to
1023).

FUNCID: <FUNC ID> numeric Function ID Table OAFUNDEF

TEXT: <log text> Session Pool not Invalid Session Pool ID or Session ID
datafilled, description

Session Pool
datafill mismatch
with host,

Session Pool
datafill mismatch
with Remote,

Session Pool notin
service,

Session ID not
datafilled,

Session ID not
available for this
call.

Action

The craftsperson should check the datafill for the session pool at the OSAC
Remote and Host.

Associated OM registers
None

DMS-100 Family NA10O Log Report Reference Manual Volume 6 of 8 LET0015 and up



1-326 Log reports

OSAC202
Explanation
The Operator Services Systems Advanced Intelligent Network Centralization
(OSAC) subsystem generates this log at the OSAC Remote when it receives an
error response from the Host indicating there was a function datafill mismatch
between the Host and the Remote.
Format
The format for log report OSAC202 follows:
OSAC202 mmmdd hh:mm:ss ssdd INFO BAD DATAFILL
NODE: <NODE NAME>
NODEID: <NODE ID>
SESNPL: <SESN PL NAME> <SESN PL ID>
FUNCID: <Function ID>
TEXT: <log text>
Example

In the following example, the OSAC Remote received a session request
response with session pool ID 14 which is not datafilled in Table OASESNPL
in the Remote.

OSAC202 DECO06 07:46:17 8701 INFO BAD DATAFILL
NODE: TEST_SN
NODEID: 20
SESNPL: TEST_SP 4
FUNCID: 35
TEXT: Function datafill mismatch with Host

Field descriptions
The following table explains each of the fields in the log report:

(Sheet 1 of 2)

Field Value Description

NODE: <NODE NAME> Table Node Name
OANODNAM

NODEID: <NODE ID> Table OANODINV  Node ID
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(Sheet 2 of 2)

Field Value Description

SESNPL: <SESNPL ID> Session Pool ID
Table OASESNPL .

Session Pool Name

<SESNPL NAME>
Table OASESNPL

FUNCID: <FUNC ID> Table Function ID
OAFUNDEF, field
FUNCID (0]
to 1022)

TEXT: <log text> Function datafill Function ID datafill does not match between
mismatch with host and remote.
Host

Action

The craftsperson should check the datafill for the function at the OSAC
Remote and Host.

Associated OM registers
None

DMS-100 Family NA10O Log Report Reference Manual Volume 6 of 8 LET0015 and up



1-328 Log reports

OSAC203
Explanation
The Operator Services Systems Advanced Intelligent Network Centralization
(OSAC) subsystem generates this log at the OSAC Host when it receives a
voice connect request from the OSAC Remote with missing datafill in Table
OSCVLGRP.
Format
The format for log report OSAC203 follows:
OSAC203 mmmdd hh:mm:ss ssdd INFO BAD OSCVLGRP DATAFILL
DATAFILL TABLE OSCVLGRP WITH
NODE ID: <NODE NAME>
Example

In the following example, the OSAC Host received a voice connect request
from REMOTE_21, but OSAC datafill is missing from Table OAVLMAP.

OSAC203 DECO06 07:46:17 8701 INFO BAD OSCVLGRP DATAFILL
DATAFILL TABLE OSCVLGRP WITH
NODEID: AABS_SN

Field descriptions
The following table explains each of the fields in the log report:

Field Value Description
NODEID: <NODE NAME> Table Node Name
OANODNAM
Action

The craftsperson should check the datafill for Table OSCVLGRP at the OSAC
Host.

Associated OM registers
None
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OSAC204

Explanation

The Operator Services Systems Advanced Intelligent Network Centralization
(OSAC) subsystem generates this log at the OSAC Host when it receives a
voice connect request, but OSAC datafill is missing from Table OAVLMAP.

Format
The format for log report OSAC204 follows:

OSAC204 mmmdd hh:mm:ss ssdd INFO BAD DATAFILL
DATAFILL TABLE OAVLMAP WITH
NODEID: <NODE ID>
TRUNK MEMBER: <TRUNK ID>

Example
In the following example, the OSAC Host received a voice connect request
from REMOTE_21, but OSAC datafill is missing from Table OAVLMAP.

OSAC204 DECO06 07:46:17 8701 INFO BAD OAVLMAP DATAFILL
DATAFILL TABLE OAVLMAP WITH
NODEID: REMOTE_21
TRUNK MEMBER: 4

Field descriptions
The following table explains each of the fields in the log report:

Field Value Description
NODEID: <NODE ID> Table Node ID
OANODNAM
TRUNK MEMBER: <TRUNK Table TRKMEM TRUNK MEMBER 1D
ID>
Action

The craftsperson should check the datafill in Table OAVLMAP.

Associated OM registers
None
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OSAC300
Explanation
The Operator Services Systems Advanced Intelligent Network Centralization
(OSAC) subsystem generates this log at the OSAC Host or OSAC Remote if
it receives an unexpected message.
Format
The format for log report OSAC300 follows:
OSAC300 mmmdd hh:mm:ss: ssdd INFO UNEXPECTED MESSAGE
CALLID: <callid>
SN: <node name> SNID: <node id>
FN: <function name> SESNPL: <pool id> <pool name>
OSAC_SWITCH: <OSAC switch id> OSAC_SP: <osac pool id> <osac pool
name>
SNVL: <sn vl ckt id> OSACVL: <osac vl ckt id>
TEXT: <log text>
Example

An example of log report OSAC300 follows:

OSAC300 DECO06 07:46:17 8701 INFO UNEXPECTED MESSAGE
CALLID: 0023 0011

SN: AABS_SN SNID: OSNM 6

FN: AABS SESNPL: 6 AABS_SP
OSAC_SWITCH: Remote_2 OSAC_SP: 20 REMOTE_2
SNVL: CKT OSSAINVL 22 OSACVL: CKT OSACVL 22

TEXT: UNKNOWN MESSAGE

Field descriptions

(Sheet 1 of 2)

The following table explains each of the fields in the log report:

Field Value Description

CALLID: <callid> 0000 0000 to DMS call identifier
FFFF FFFF

SN: <node name> Table OSSAIN service node identifier
OANODNAM,
alphanumeric
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(Sheet 2 of 2)

Field

Value

Description

SNID:

SNID: (continued)

FN: <function name>

SESNPL:

OSAC_SWITCH: <OSAC node
id>

OSAC_SP:

SNVL: <sn vl ckt id>
OSACVL: <OSAC vl ckt id>

TEXT: <log text>

<pm type>Table
OANODINV
(osnm, osn, osac)

<node id>Table
OANODNAM

Table OAFUNDEF

<pool id>Table
OASESNPL

<pool name>
Table OASESNPL

Table
OANODNAM

<OSAC pool id>
Table OASESNPL

<OSAC pool
name>Table
OASESNPL

Table TRKMEM
Table TRKMEM

TERMINAL
FORCE
RELEASED

UNEXPECTED
MESSAGE

OSSAIN service node pm type

OSSAIN service node identifier

Function name currently associated with the

call

Session pool identifier

Session pool name

OSAC switch node identifier

OSAC Session pool identifier

OSAC Session pool name

OSSAIN service node voice link

OSSAIN OSAC voice link

Identifies the reason why a call is being
taken down, if possible.ldentifies the reason
why a call is being taken down, if possible.

1-331

Action

The craftsperson should check if the service node is holding the connection for
this call. Check logs at the other OSAC switch associated with the callid.

Associated OM registers
None
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OSAC600

Explanation

The Operator Services Systems Advanced Intelligent Network Centralization
(OSAC) subsystem generates this log when the OSAC Host takes a call down
for any reason.

Format
The format for log report OSACG600 follows:

OSAC600 mmmdd hh:mm:ss: ssdd INFO CALL TAKE DOWN
CALLID: <callid>
SN: <node name> SNID: <pm type> <node id>
FN: <function name> SESNPL: <pool id> <pool name>
OSAC_Remote: <OSAC switch id> OSAC_SP: <osac pool id> <osac pool hame>
SNVL: <sn vl ckt id> OSACVL: <osac vl ckt id>
TEXT: <log text>

Example
An example of log report OSAC600 follows:

OSAC600 DECO06 07:46:17 8701 INFO CALL TAKE DOWN
CALLID: 0023 0011

SN: AABS_SN SNID: OSNM 6

FN: AABS SESNPL: 6 AABS_SP
OSAC_Remote: Remote_2 OSAC_SP: 20 REMOTE_2
SNVL: CKT OSSAINVL 22 OSACVL: CKT OSACVL 22

TEXT: TERMINAL FORCE RELEASED

Field descriptions
The following table explains each of the fields in the log report:

(Sheet 1 of 2)

Field Value Description
CALLID: <callid> 0000 0000toFFFF  DMS call identifier
FFFF
SN: <node name> Table OANODINV, OSSAIN service node identifier

field NODENAME,
alphanumeric
(upto 12
characters)

SNID: <pm type> Table OANODINV, OSSAIN service node pm type
(osnm, osn, osac)
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(Sheet 2 of 2)

Field

Value

Description

<node id>

FN: <function name>

SESNPL: <pool id>

<pool name>

OSAC_Remote: <Remote node
id>

OSAC_SP: <OSAC pool id>

<OSAC pool name>

SNVL: <sn vl ckt id>
OSACVL: <OSAC vl ckt id>

TEXT: <log text>

Table OANODINV,
field NODEID
(0'to 767)

Table
OAFUNDEF, field
FUNCNAME (1
to 16 characters)

Table OASESNPL,
field SESNPLID
(0 to 4094)

Table OASESNPL,
field SESNPLNM
(1to 16
characters)

Table OANODINV,
field NODEID (0 to
31)

Table OASESNPL,
field SESNPLID
(0 to 4094)

Table OASESNPL,
field SESNPLNM
(1to 16
characters)

Table TRKMEM
Table TRKMEM

TERMINAL
FORCE
RELEASED

UNEXPECTED
MESSAGE

OSSAIN service node identifier

Function name currently associated with the
call

Session pool identifier

Session pool name

OSAC switch node identifier

OSAC Session pool identifier

OSAC Session pool name

OSSAIN service node voice link
OSSAIN OSAC voice link

Identifies the reason why a call is being
taken down, if possible.

Action

Check if the service node is holding the connection for this call. Check logs

in the OSAC Remote associated with the callid.
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OSAC600 (end)

Associated OM registers

This log is associated with OM register OSCCLERR in OM group
OASVNDCP.
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OSAC601

Explanation

The Operator Services Systems Advanced Intelligent Network Centralization
(OSAC) subsystem generates this log when a parallel datafill check fails.
Parallel datafill is checked on OSAC nodes and session pools and Operator
Services Nodes (OSN) and session pools during RTS, audits, and tests.

Format
The format for log report OSACG601 follows:
OSACG601 DECO06 07:46:17 8701 INFO DATAFILL MISMATCH

SN_NAME:<node name> SNID: <node id>
SP_NAME:<pool name> SPID: <pool id>
OSAC_NODE_NAME: <OSAC node name> OSAC_SNID: <OSAC node id>
OSAC_SP_NAME: <OSAC pool name> OSAC_SPID: <OSAC pool id>
TABLE: <table name>

Example

In the following example, the OSAC Host received an OSN parallel datafill
verification request. The OASESNPL datafill, provided in the request for one
of the session pools supported by the service node, did not match the datafill
in Table OASESNPL in the OSAC Host.

OSAC601 DECO06 07:46:17 8701 INFO DATAFILL MISMATCH

SN_NAME:AABS_SN SNID: 6
SP_NAME:AABSSP SPID: 12
OSAC_NODE_NAME: Remote_2 OSAC_SNID: 20
OSAC_SP_NAME: OSAC_SPID:

TABLE: OASESNPL
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OSACG601 (continued)

Field descriptions

The following table explains each of the fields in the log report:

Field

Value

Description

SN_NAME: <node name>

SNID: <node id>

SP_NAME: <pool nhame>

SPID: <pool id>

OSAC_NODE_NAME: <OSAC
node name>

OSAC_SNID: <OSAC node id>

OSAC_SP_NAME: <OSAC

pool name>

OSAC_SPID: <OSAC pool id>

TABLE: <table name>

Table
OANODNAM, field
NODENAME,
alphanumeric
(upto 12
characters)

Table
OANODNAM, field
NODEID (Oto
767)

Table OASESNPL,
field SESNPLNM
(1to 16
characters)

Table OASESNPL,
field SESNPLID
(0 to 4094)

Table
OANODNAM

Table
OANODNAM
(O to 767)

Table OASESNPL,
field SESNPLID
(0 to 4094)

Table OASESNPL,
field SESNPLID
(0 to 4094)

Table OANODINV
and OASESNPL

OSSAIN service node name

OSSAIN service node identifier

Session pool name

Session pool identifier

Node name of OSAC switch requesting

parallel datafill check

OSSAIN service node identifier of OSAC
switch requesting the parallel datafill check

OSAC session pool name of OSAC session
pool requesting the parallel datafill check

Session pool identifier of OSAC session
pool requesting the parallel datafill check

Name of the table containing the datafill

mismatch
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Action
Examine the datafill for the node or session pool specified on the OSAC Host
and the specified OSAC Remote. Verify that the datafill for the specified table
matches on the two switches.
Note: Depending on the type of parallel datafill check being performed, not
all fields will contain data. Refer to the following table:
OSAC OSAC OSAC OSAC
Type of Parallel Node Node Pool Pool Node Node Pool Pool
Datafill Check Name ID Name ID Name ID Name ID
OSN Node Y 4 Y Y
OSN Session Pool Y Y Y Y Y Y
OSAC Node Y Y
OSAC Session Pool Y Y Y Y

Associated OM registers
None
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OSF301
Explanation
The operation system interface (OSF) system log report OSF301. The OSF
system generates OSF301 when the system cannot open the required
configuration file in the log brackets.
The SuperNode operation controller (OPC) system provides the following log
processing tasks:
* The data collector gathers SuperNode (SN) and SN OPC UNIX
application environment (UAE) logs.
* The problem manager correlates SN logs.
* The problem viewer browses logs and problems.
* The operation system (OS) interface (IF) delivers logs to a local printer.
The OS IF formats the logs in STD or SCC2 format. The OS IF:
* reads the configuration files
» allocates required resources at start-up
* requests logs from the problem manager
* receives logs from the problem manager
The OS IF reads configuration files in ASCII at start-up. The OS IF uses these
files to specify the following parameters:
» the format of logs (STD or SCC2)
» the categories of logs to deliver
» the port identification for printer connection
* |P address of the OS remote host
* log parameters to customize log format over transmission control protocol
(TCP)/Internet protocol (IP)
Northern Telecom personnel receive configuration files that are not complete.
OS IF requires some files. Other files are optional.
Format

The log report format for OSF301 is as follows:

297-8021-840 Standard 14.02 May 2001



Log reports  1-339
OSF301 (end)

*** OSF301 mmmdd hh:mm:ss ssdd FAIL
<ProcessName>(<ProcessID>)
<Description>
Config file
LOG: <Faulty mnemonic>
1

Expert data: dcilogp.c(264)

Example
An example of log report OSF301 follows:

** OSF301 JAN20 08:00:00 4200 FAIL OSF(1032)
Cannot open configuration file </iws/opcfiles/osf.config>
Config file
LOG: FAILED
1

Expert data: dcilogp.c(264)

Field descriptions
The following table describes each field in the log report:

Field Value Description
ProcessName OSF Name of SN OPC process that runs
ProcessID nnnn Identification code of OS IF process
Description Text Provides reason for failure with required
configuration file name and directory
Faulty mnemonic FAILED Provides the fault type
Action

Make sure the configuration file is in directory /iws/opcfiles. Referto SN OPC
administrator.

Associated OM registers
There are no associated OM registers
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OSF302
Explanation
The operation system interface (OSF) system log report OSF302. The OSF
system generates OSF302 when the system detects an interprocess
connectivity (IPC) error.
The SuperNode operation controller (OPC) provides the following log
processing tasks:
* The data collector gathers SuperNode (SN) and SN OPC UNIX
application environment (UAE) logs.
* The problem manager correlates SN logs.
* The problem viewer browses logs and problems.
* The OSF delivers logs to a local printer.
The OSF formats the logs in STD or SCC2 format. The OSF:
* reads the configuration files
» allocates required resources at start-up
* requests logs from the problem manager
* receives logs from the problem manager
Format
The log report format for OSF302 is as follows:
*** OSF302 mmmdd hh:mm:ss ssdd FAIL
<ProcessName>(<ProcessID>)
<Description>
IPC Error
LOG: <Faulty mnemonic>
1
Expert data: dcilogp.c (264)
Example

An example of log report OSF302 follows:

*** OSF302 JAN30 09:20:00 4200 FAIL OSF(1032)
IPC call failed; error = -4
IPC Error
LOG: INVALID
1
Expert data: dcilogp.c(264)
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Field descriptions
The following table describes each field in the log report:

Field Value Description

ProcessName OSF Provides the name of the process that runs in
SN OPC system

ProcessID nnnn Indicates identification code of OS IF process
Description Text Indicates the IPC call failure with error code
Faulty mnemonic INVALID Provides the fault type

Action

Refer to the OPC system administration practices document to determine how
to solve the problem.

If the error occurs several times, check interprocess connectivity (IPC) and SN
OPC state. Distributed resource manager (DRM) must automatically restart
OSF.

Associated OM registers
There are no associated OM registers
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OSF303

Explanation

The operation system interface (OSF) system log report OSF303. The system
generates OSF303 when the required configuration file does not have a
parameter. The system generates OSF303 when the required configuration file
contains an invalid parameter. This event stops the OSF process.

The SuperNode operation controller (OPC) provides the following log
processing tasks:

The data collector gathers SuperNode (SN) and SN OPC UNIX
Application Environment (UAE) logs.

The problem manager correlates SN logs.
The problem manager browses logs and problems.
The OSF delivers logs to a local printer.

The OSF requests and receives the logs from the problem manager. The OSF
formats the logs according to the configuration files. The OSF application
reads the configuration files in ASCII at start-up. The OSF uses the
configuration files to specify the following parameters:

Format

the format of logs (STD or SCC2)

the categories of logs to deliver

the port identification for printer connection
IP address of the OS remote host

log parameters to customize format of logs delivered over transmission
control protocol (TCP)/Internet protocol (IP).

The log report format for OSF303 is as follows:

Example

*** OSF303 mmmdd hh:mm:ss ssdd FAIL <ProcessName>
(<ProcessID>)

<Description>

Config file

LOG: <Faulty mnemonic>
1

Expert data: dcilogp.c (264)

An example of log report OSF303 follows:
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** OSF303 JAN20 08:23:00 4000 FAIL OSF(1032)
Error reading</iws/opcfiles/osf.config>;parameter#2
missing
Config file
LOG: MISSING
1
Expert data: dcilogp.c (264)

Field descriptions
The following table describes each field in the log report:

Field Value Description
ProcessName OSF Name of SN OPC process that runs
ProcessID nnnn Identification code of OS IF process
Description Text Indicates missing parameter
LOG MISSING Provides the fault type

Action

Refer to the OPC administration practices document to check the content of
the configuration file. Restart the OSF process.

Associated OM registers
There are no associated OM registers.
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OSF304
Explanation
The operation system interface (OSF) system log report OSF304. The system
generates OSF304 when the configuration file osf.base.cnf specifies a printer
address more than one time. The OSF process runs. The OSF process ignores
this error condition.
The SuperNode (SN) operation controller (OPC) system provides the
following log processing tasks:
* The data collector gathers data collector SuperNode and SN OPC UNIX
application environment (UAE) logs
* The problem manager correlates SN logs.
* The problem viewer browses logs and problems.
* The OSF delivers logs to a local printer.
The OSF formats the logs in STD or SCC2 format. The OSF:
» reads the configuration files
» allocates required resources at start-up
* requests logs from the problem manager
* receives logs from the problem manager
The OSF application reads the configuration files at start-up. The
configuration files appear in ASCII and specify the log parameters. The OSF
uses three configuration files to control the levels of functionality. The first
configuration file controls base functionality. Base functionality is the delivery
of logs to the printers. The second file controls delivery through transmission
control protocol (TCP). The third file controls the customization of log
parameters. These parameters are start, end of line, and end of log.
Format

The log report format for OSF304 is as follows:

OSF304 mmmdd hh:mm:ss ssdd INFO <ProcessName> (<ProcessID>)
<Description>
Config file
LOG:
1
Expert data: dcilogp.c (264)
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OSF304 (end)

Example
An example of log report OSF304 follows:

OSF304 MAYO05 12:00:00 3200 INFO OSF(1032)
Printer address </dev/ttydp01> specified twice in
</iws/opcfiles/osf.base.conf>
Config file
LOG:

1
Expert data: dcilogp.c (264)

Field descriptions
The following table describes each field in the log report:

Field Value Description

ProcessName OSF Indicates the name of the process that runs in
SN OPC system

ProcessID nnnn Indicates the identification code of the OS IF
process
Description Text Indicates that the configuration file specifies the

printer address two times

Action

Check the file osf.base.conf to prevent repeated log generation when the OSF
process restarts.

Associated OM registers
There are no associated OM registers.
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OSF306

Explanation
The operation system interface (OSF) system log report OSF306. The system
generates OSF306 when the system detects an invalid parameter in the
configuration file osf. TCP.conf or in the file osf.cust.conf. The OSF system
does not deliver customized logs over TCP if the error is in file osf. TCP.conf.
The OSF can deliver logs that are not customized if the error is in osf.cust.conf.
The SuperNode (SN) operation controller (OPC) system provides the
following log processing tasks:
* The data collector gathers SuperNode and SN OPC UNIX application

environment (UAE) logs.

» The problem manager correlates SN logs.
* The problem viewer browses logs and problems.
» The OSF system delivers logs to a local printer.
The OSF formats the logs in STD or SCC2 format. The OSF:
» reads the configuration files
» allocates required resources at start-up
* requests logs from the problem manager
» receives logs from the problem manager
The OSF application reads configuration files in ASCII at start-up. The
configuration files specify the log parameters. The OSF uses three
configuration files to control levels of functionality. The first file controls base
functionality. Base functionality is the delivery of logs to printers. The second
file controls delivery through transmission control protocol (TCP). The third
file controls log parameters. The log parameters include start of log, end of
line, end of log.

Format

The log report format for OSF306 is as follows:

* OSF306 mmmdd hh:mm:ss ssdd FAIL <ProcessName> (<ProcessID>)
<Description>
Config file
LOG: <Faulty mnemonic>
1
Expert data: dcilogp.c (264)
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Example
An example of log report OSF306 follows:

* OSF306 OCT21 08:23:12 4200 FAIL OSF(1032)
Error reading custom configuration
</iws/opcfiles/osf.cust.conf>; invalid parameter
Config file
LOG: INVALID
1
Expert data: dcilogp.c (264)

Field descriptions
The following table describes each field in the log report:

Field Value Description

ProcessName OSF Provides the name of the process that runs in
the SN OPC system

ProcessID nnnn Indicates identification code of OS IF process
Description Error reading custom Indicates configuration file failure
configuration

</iws/opcfiles/osf.cust.co
nf>; invalid parameter

Description Error reading TCP Indicates configuration file failure
configuration
</iws/opcfiles/osf. TCP.c
onf>; invalid parameter

Faulty mnemonic INVALID Indicates the fault type

Action

Correct the content of the configuration file that has faults according to the
OPC system administration practices document. Restart the OSF process.

Associated OM registers
There are no associated OM registers.
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OSF307
Explanation
The Operation System Interface (OSF) generates log report OSF307 when an
internal error occurs that is not planned. One example of an error occurs when
the OSF process stops because of a system out-of-memory problem.
The SuperNode (SN) Operations Controller (OPC) processes logs as follows:
» the data collector collects SN and SN OPC UNIX application environment
(UAE) logs
* the problem manager correlates SN logs
» the problem viewer browses logs and problems
» the OS interface (IF) delivers logs to a local printer
The OS IF requests logs from the problem manager of SN OPC. The OS IF
receives logs from the problem manager and formats the logs with
configuration files. The system sends logs to a remote client with transmission
control protocol (TCP) and Internet protocol (IP).
Format
The log report format for OSF307 is as follows:
*** OSF307 mmmdd hh:mm:ss ssdd FAIL <ProcessName>
(<ProcessID>)
<Description>
Memory Error
LOG: <Faulty mnemonic>
1
Expert data: dcilogp.c (264)
Example

An example of log report OSF307 follows:

*** OSF307 MAY25 07:30:00 4200 FAIL OSF (1032)
Memory allocation error
Memory Error
LOG: INVALID
1
Expert data: dcilogp.c (264)

297-8021-840 Standard 14.02 May 2001



Log reports  1-349
OSF307 (end)

Field descriptions
The following table describes each field in the log report:

Field Value Description
ProcessName OSF Name of SN OPC process that runs
ProcessID nnnn Identification code of OS IF process
Description Memory allocation error  Indicates that OSF has memory fault
Faulty mnemonic INVALID Provides the fault type

Action

Check state of SN OPC from PM MAP. If necessary, reload SN OPC that
refers to SN OPC system administration guide.

Associated OM registers
There are no associated OM registers.
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OSF308

Explanation
The Operation System Interface (OSF) generates this log when it cannot open
or configure the device (printer) for TTY delivery. The OSF runs but does not
deliver logs to the device given in brackets in description data field.
The SuperNode (SN) Operations Controller (OPC) processes logs with the
following tasks :
» the data collector collects SN and SN OPC UNIX application environment

(UAE) logs

» the problem manager correlates SN logs
» the problem viewer browses logs and problems
» the OS interface (IF) delivers logs to a local printer
The OSF formats the logs in STD or SCC2 format. The OSF has the following
responsibilities:
» to read the configuration files
» to allocate required resources at start-up
» torequest logs from the problem manager
» to receive logs from the problem manager
Printer delivery supports log delivery for one or two printers. Printers connect
to SN OPC through the modem rack and dedicated modem links. The OSF has
two circular buffers. Each printers has a buffer for logs not delivered because
of lost modem connections or a received XOFF printer signal. In OSF, printer
delivery unit buffers these logs and delivers them through TTY port to the
printers. This unit also opens and configures the port and checks that the
modem connection is up.

Format

The log report format for OSF308 is as follows:

*** OSF308 mmmdd hh:mm:ss ssdd FAIL <ProcessName>
(<ProcessID>)

<Description>

Open device

LOG: <Faulty mnemonic>

1

Expert data; dcilogp.c (264)
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Example
An example of log report OSF308 follows:

*** OSF308 JAN20 09:30:00 4020 FAIL OSF (1032)
Could not open device </dev/ttyd01>: errno=6
Open device

LOG: <Faulty mnemonic>
1

Expert data; dcilogp.c (264)

Field descriptions
The following table describes each field in the log report:

Field Value Description
ProcessName OSF Name of SN OPC process that runs
ProcessID nnnn Identification code of OS IF process
Description Device cannotopen Indicates device failure for TTY
</devl/ttydnns>: connection
errno=n
Faulty mnemonic  FAILED Gives the fault type

Action

Check if the device file is present and check the file type. When the device file

corrects an OSF, start again according to OPC system administration practices
document.

Associated OM registers
There are no associated OM registers.
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OSF309
Explanation
The operation system interface (OSF) generates OSF309 when the OSF cannot
establish transmission control protocol (TCP) with the remote host. The
configuration file <osf. TCP.conf contains the TCP address of the remote host.
The following problems can cause a TCP connection failure:
» the address format is invalid
* a networking subsystem that is not started
» socket not created, operating system out of file specifications or buffers
The OSF will run log delivery does not occur over TCP. The OSF application
reads configuration files at start up. The files specify different parameters. The
files are ASCII files. The OSF must use three configuration files. The first file
controls base functionality. Base functionality is delivery of logs to the
printers. The second file controls delivery through TCP. The third file
customizes log limits. Start of log, end of line and end of log are log limits.
The SuperNode (SN) operations controller (OPC) processes, collects and
correlates SN logs. The SN explores logs, and delivers the logs to a local
printer through the OSF.
The OSF formats the logs in STD or SCC2 format. The OSF has the following
responsibilities:
» to read the configuration files
» to allocate required resources at start-up
» torequest logs from the problem manager
» to receive logs from the problem manager
Format
The log report format for OSF309 follows:
OSF309 mmmdd hh:mm:ss ssdd FAIL <ProcessName> (<ProcessID>)
<Description>
Address Error
LOG: <Faulty mnemonic>
1
Expert data: dcilogp.c (264)
Example

An example of log report OSF309 follows:
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OSF309 MAY24 12:00:20 4100 FAIL OSF (1032)
Invalid TCP host address: string too long
Address Error
LOG: FAILED
1
Expert data: dcilogp.c (264)

Field descriptions
The following table describes each field in the log report:

Field Value Description
ProcessName OSF Name of SN OPC process that runs
ProcessID nnnn Identification code of OS IF process
Description Invalid TCP host Indicates configuration file error
address: string too
long
Faulty mnemonic  FAILED Indicates the fault type

Action

Check TCP address and port number in configuration file. Startthe OSF again
according to SN OPC administration guide.

Associated OM registers
There are no associated OM registers.
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OSF313
Explanation
The operation system interface (OSF) generates OSF313 when the problem
manager sends an invalid message to the OSF. The system drops the log when
the message contains log data.
The SuperNode (SN) operations controller (OPC) system processes logs. To
process the logs, the SN OPD:
» collects SuperNode (SN) and SN OPC UNIX application environment
(UAE) logs by the data collector
» correlates SN logs by the problem manager
* Dbrowses and logs problems through the problem viewer
» delivers logs to a local printer through the OSF
The OSF formats the logs in STD or SCC2 format and:
* reads the configuration files
» allocates required resources at start-up
* requests logs from the problem manager
* receives logs from the problem manager
The OSF reads the Configuration files in ASCII when the system starts. The
Configuration files specify the following parameters:
» format of logs (STD or SCC2)
» the categories of logs the system delivers
» the port identification for printer connection
» the IP address of the OS remote host
* log delimiters to customize formatting of logs over transmission control
protocol (TCP)/Internet protocol (IP)
Format

The log report format for OSF313 is as follows:
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OSF313 (end)

* OSF313 mmmdd hh:mm:ss ssdd WARN <ProcessName>
(<ProcessID>)

<Description>

Invalid data

LOG: <Faulty mnemonic>

1

Expert data: dcilogp.c (264)

Example
An example of log report OSF313 follows:

OSF313 MAY24 12:00:00 4100 WARN OSF(1032)
Invalid message from ProbMgr:received unexpected
extradata
Invalid data
LOG: INVALID
1
Expert data: dcilogp.c (264)

Field descriptions
The following table explains each field in the log report:

Field Value Description
ProcessName OSF Gives the name of the SN OPC system that
runs.
ProcessID nnnn Identification code of the OS IF process.
Description Invalid message from Problem manager failure.
ProbMgr:received extra
data that is not planned
Faulty mnemonic INVALID Indicates the fault type.
Action

If this condition occurs often, examine sanity of the problem manager
according to the SN OPC administration practices document.

Associated OM registers
There are no associated OM registers.
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OSF314
Explanation
The operation system interface (OSF) generates OSF314 when the following
events occur:
» the problem manager sends a log with an invalid message to the OSF
» the system drops the log
The SuperNode (SN) operations controller (OPC) system processes the logs.
To process the logs, the SN OPC does:
» collects the SN logs and SN OPC UNIX application environment (UAE)
logs by the data collector
» correlates SN logs by the problem manager
* browses the logs and problems through the problem viewer
» delivers the logs to a local printer through the OSF
The OSF formats logs in STD or SCC2 format and:
» reads the configuration files
» allocates required resources at start-up
* requests logs from the problem manager
* receives logs from the problem manager
The OSF application reads the files in ASCII configuration when the system
starts. The files specify the following parameters:
» format of logs (STD or SCC2)
» the categories of logs the system delivers
» the port identification for printer connection
» the IP address of the OS remote host
* log delimiters used to customize formatting of the logs the system delivers
over transmission control protocol (TCP)/Internet protocol (IP)
Format

The log report format for OSF314 is as follows:
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* OSF314 mmdd hh:mm:ss ssdd WARN <ProcessName> (<ProcessID>)
<Description>
Invalid message
LOG: <Faulty mnemonic>
1
Expert data: dcilogp.c (264)

Example
An example of log report OSF314 follows:

* OSF314 MAY24 12:00:00 4100 WARN OSF(1032)
Received invalid log data from Problem Manager
Invalid message
LOG: INVALID
1
Expert data: dcilogp.c (264)

Field descriptions
The following table explains each field in the log report:

Field Value Description
ProcessName OSF Gives the name of the SN OPC that runs.
ProcessID nnnn Identification code of the OS IF process.
Description Received invalid log data Indicates Problem Manager failure.
from problem manager
Faulty mnemonic INVALID Indicates the fault type.
Action

If this condition occurs several times, examine the sanity of the problem
manager according to SN OPC administration practices document.

Associated OM registers
There are no associated OM registers.
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OSF317

Explanation

The operation system interface (OSF) system generates OSF317 when the
transmission control protocol (TCP) connection with the remote host is lost.
The OSF tries to establish the connection again at constant intervals.

The SuperNode (SN) operations controller (OPC) processess logs. To process
the logs, the SN OPC does:

» collects SN logs and SN OPC UNIX application environment (UAE) logs
by the data collector

» correlates SN logs by the problem manager
* Dbrowses logs and problems through the problem viewer
» delivers logs to a local printer through the OSF

The OSF formats the logs in STD or SCC2 format and:
* reads the configuration files

» allocates required resources when the system starts
* requests logs from the problem manager

* receives logs from the problem manager

Logs go to aremote client where the system runs TCP at start up on an Internet
protocol (IP). The IP is an internetworking protocol with connectionless
service. The service exchanges datagrams between two host computers over a
minimum of one network.

Format
The log report format for OSF317 is as follows:

* OSF317 mmmdd hh:mm:ss ssdd FAIL <ProcessName> (<ProcessID>)
<Description>
Lost connection
LOG: <Faulty mnemonic>
1
Expert data: dcilogp.c (264)

Example
An example of log report OSF317 follows:
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* OSF317 MAY24 20:00:00 4220 FAIL OSF (1032)
Lost connection with TCP server; errno=255
Lost connection
LOG: FAILED
1
Expert data: dcilogp.c (264)

Field descriptions
The following table explains each field in the log report:

Field Value Description
ProcessName OSF Name of the SN OPC that runs.
ProcessID nnnn Identification code of the OS IF process.
Description Lost connection with Indicates TCP connection failure.
TCP server, errno=255
Faulty mnemonic FAILED Indicates the fault type.
Action

Check the remote TCP application runs. Check if the remote hostis active, and
if the network functions correctly.

Associated OM registers
There are no associated OM registers.
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OSF318
Explanation
The operation system interface (OSF) generates OSF318 when it receives data
from the TCP server. The TCP server should not be sending data. The system
ignores the data and OSF use is not affected.
The SuperNode (SN) operations controller (OPC) system processes logs. To
process the logs the SN OPC does:
» collects the SN logs and SN OPC UNIX application environment (UAE)
logs by the data collector
» correlates SN logs by the problem manager
* Dbrowses the logs and problems through the problem viewer
» delivers the logs to a local printer through the OSF
The OSF formats the logs in STD or SCC2 format and:
* reads the configuration files
» allocates required resources at start-up
* requests logs from the problem manager
* receives logs from the problem manager
A remote client uses TCP and Internet protocol (IP) to send logs. The TCP
runs over IP which is an internetworking protocol with connectionless service.
The service exchanges datagrams between two host computers on a minimum
of one network.
Format
The log report format for OSF318 is as follows:
X OSF318 mmmdd hh:mm:ss ssdd INFO <ProcessName> (<ProcessID>)
<Description>
Received data
LOG:
1
Expert data: dcilogp.c (264)
Example

An example of log report OSF318 follows:
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* OSF318 MAY24 07:30:20 4100 INFO OSF (1032)
Received data from TCP server
Received data
LOG:
1

Expert data: dcilogp.c (264)

Field descriptions
The following table explains each field in the log report:

Field Value Description
ProcessName OSF Name of the SN OPC that runs.
ProcessID nnnn Identification code of the OS IF process.
Description Received data from TCP  Indicates that the TCP server sends data.
server
Action

Check why remote TCP application is sending data. If OSF318 appears
several times, this can indicate OSF connects with the wrong TCP server. If

the OSF connects with the wrong TCP server, change the port number. Start
the OSF again if necessary.

Associated OM registers
There are no associated OM registers.
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OSF319
Explanation
The operation system interface (OSF) generates OSF319 when the OSF
system loses connection with the remote transmission control protocol (TCP).
The system loses connection caused by an error condition that is not planned,
and not established again.
The SuperNode (SN) operations controller (OPC) system processes logs. To
process the logs, the SN OPC does:
» collects the SN logs and SN OPC UNIX application environment (UAE)
logs by the data collector
» correlates SN logs by the problem manager
* browses the logs and problems through the problem viewer
» delivers the logs to a local printer through the OSF
The OSF formats the logs in STD or SCC2 format and:
» reads the configuration files
» allocates required resources at start-up
* requests logs from the problem manager
* receives logs from the problem manager
A remote client uses TCP and Internet protocol (IP) to send logs. The TCP
runs over IP which is an internetworking protocol with connectionless service.
The service exchanges datagrams between two host computers on a minimum
of one network.
Format
The log report OSF319 is as follows:
OSF319 mmmdd hh:mm:ss ssdd FAIL <ProcessName> (<ProcessID>)
<Description>
Closing connection
LOG: <Faulty mnemonic>
1
Expert data: dcilogp.c (264)
Example

An example of log report OSF319 follows:
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OSF319 MAY24 07:30:20 4200 FAIL OSF (1032)
Lost TCP connection due to an unexpected status —4;
errno=0
Closing connection
LOG: INVALID
1
Expert data: dcilogp.c (264)

Field descriptions
The following table explains each field in the log report:

Field Value Description

ProcessName OSF Name of SN OPC process that runs.
ProcessID nnnn Identification code of the OS IF process.
Description Lost TCP connection Indicates TCP connection failure.

because of an
unexpected status -4;
errno=0

Faulty mnemonic INVALID Indicates the fault type.

Action

In order to establish TCP connection again, bring down and start the OSF
again.

Associated OM registers
There are no associated OM registers.
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OSF401

Explanation

The operation system interface (OSF) generates OSF401 when OSF loses
excessive logs delivered to the device in 15 minutes. The system describes the
device in brackets in the description data field.

The SuperNode (SN) operations controller (OPC) system processes logs. To
process the logs, the SN OPC does:

» collects the SN logs and SN OPC UNIX application environment (UAE)
logs by the data collector

» correlates SN logs by the problem manager
* browses the logs and problems through the problem viewer
» delivers the logs to a local printer through the OSF

The OSF formats the logs in STD or SCC2 format and:
* reads the configuration files

» allocates required resources at start-up

* requests logs from the problem manager

* receives logs from the problem manager

Printer delivery supports log delivery to a maximum of two printers. Printers
connect to SN OPC through the modem rack and dedicated modem links. The
OSF has two circular buffers. Each printer has a buffer for logs that OSF
cannot deliver. The OSF cannot deliver these logs because of a lost modem
connection or reception of an XOFF signal from the printer. The buffers in
each printer can accommodate conditions where delivery rate quickly exceeds
printer capacity caused by bursty arrival of logs. The buffers do not prevent
data loss when a sustained high rate of logs occurs. The buffers do not prevent
data loss if the printer is not available (for example, printer out of paper). If
the buffer fills, OSF discards the logs. The OSF discards the oldest logs first.

Format
The log report format for OSF401 is as follows:

X OSF401 mmmdd hh:mm:ss ssdd FAIL <ProcessName> (<ProcessID>)
<Description>
Lost logs
LOG: <Faulty mnemonic>
1
Expert data: dcilogp.c (264)
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OSF401 (end)

Example
An example of log report OSF401 follows:

* OSF401 MAY24 04:02:03 4100 FAIL OSF (1032)
Lost 8 logs intended for </dev/ttyd01/> in the last 15
minutes
Lost logs
LOG: FAILED
1
Expert data: dcilogp.c (264)

Field descriptions
The following table explains each field in the log report:

Field Value Description
ProcessName OSF Name of SN OPC process that runs.
ProcessID nnnn Identification code of the OS IF process.
Description Text Logs lost for special printer or device.
Faulty mnemonic FAILED Indicates the fault type.

Action

Check connection between the OSF and the device. When the OSF delivers
logs to the device, the log flow exceeds printer capacity. There is no way to
retrieve the logs when the log flow exceeds printer capacity.

Associated OM registers
There are no associated OM registers.
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OSTR100

Explanation

The operator services trouble report (OSTR) subsystem generates this log in
response to a trouble code by an operator.

Format
The format for log report OSTR100 follows:

OSTR100 mmmdd hh:mm:ss ssdd TBL nn opid
OPERATOR POS = trkid
INCOMING TRK = trkid
OUTGOING TRK = trkid
CONFERENCE TRK = trkid
CLGNO =dn
CLDNO =dn

Example
An example of log report OSTR100 follows:

OSTR100 APR30 14:06:27 4503 TBL 32 2413
OPERATOR POS = ACDFX 10
INCOMING TRK = CKT TESTTRK 2
OUTGOING TRK = CKT TESTTRK 3
CONFERENCE TRK = CKT DUMMYTRK 4
CLGNO = 613-722-5630
CLDNO = 214-354-7726

Field descriptions
The following table explains each of the fields in the log report:

(Sheet 1 of 2)

Field Value Description

TRBL Constant Trouble in the OSTR subsystem

nn 0-99 Operator entered trouble code

opid 0-9999 Automatic call distribution (ACD) agent login ID

OPERATOR POS Symbolic text Trunk circuit ID of the operator position in the
ACD group

INCOMING TRK Symbolic text Incoming trunk circuit ID
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OSTR100 (end)

(Sheet 2 of 2)

Field Value Description

OUTGOING TRK Symbolic text Outgoing trunk circuit ID

CONFERENCE TRK Symbolic text Trunk circuit ID of the first leg of a conference
circuit. Dashes indicate no conference circuitis
in use.

CLGNO Integers Directory number of call originator

CLDNO Integers Directory number dialed by call originator
(operator or subscriber)

Action

Determine and correct the cause of the trouble code.

Associated OM registers

None
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PADN300
Explanation
The Patch Administrator generates the PADN300 log indicating the patch
administrator (PADN) has received an error when attempting to write a file to
a device.
Format
The format for the PADN300 log report is as follows:
PADN300 mmmdd hh:mm:ss ssdd FAIL PADN File System Error
infotext
Filename: filename
Volume: volume
Example

An example of the PADN300 log report is as follows:

PADN300 MARS33 14:12:29 7700 FAIL PADN File System Error
File cannot be closed as requested

Filename: SGW12CB3$PATCH

Volume: SLM: SOODTEST

Field description

The following table contains descriptions of each field in the PADN300 log
report.

Field Value Description

FAIL PADN file s